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Abstract

Ontologies often require knowledge representation on mul-
tiple levels of abstraction, but description logics (DLs) are
not well-equipped for supporting this. We propose an exten-
sion of DLs in which abstraction levels are first-class citizens
and which provides explicit operators for the abstraction and
refinement of concepts and roles across multiple abstraction
levels, based on conjunctive queries. We prove that reason-
ing in the resulting family of DLs is decidable while several
seemingly harmless variations turn out to be undecidable. We
also pinpoint the precise complexity of our logics and several
relevant fragments.

1 Introduction

Abstraction and refinement is an important topic in many
subfields of computer science such as systems verifica-
tion (Dams and Grumberg 2018). The same is true for on-
tology design because ontologies often refer to different lev-
els of abstraction (or equivalently, levels of granularity). To
name only one example, the widely known medical ontol-
ogy SNOMED CT contains the concepts Arm, Hand, Finger,
Phalanx, Osteocyte, and Mitochondrion which intuitively
all belong to different (increasingly finer) levels of abstrac-
tion (Stearns et al. 2001). Existing ontology languages, how-
ever, do not provide explicit support for modeling across dif-
ferent abstraction levels. The aim of this paper is to intro-
duce a family of description logics (DLs) that provide such
support in the form of abstraction and refinement operators.

We define the abstraction DL ACCHI™ as an exten-
sion of the familiar description logic ALCHZ, which may
be viewed as a modest and tame core of the OWL 2 DL on-
tology language. In principle, however, the same extension
can be applied to any other DL, both more and less expres-
sive than ALCHZ. Abstraction levels are explicitly named
and referred to in the ontology, and we provide explicit op-
erators for the abstraction and refinement of concepts and
roles. For example, the concept refinement

Lo:qa refines Ly:Arm,
where g4 denotes the conjunctive query (CQ)
ga = UArm(z1) A LArm(z2) A Hand(z3) A
joins(z1, z2) A joins(za, x3),

expresses that every instance of Arm on the coarser abstrac-
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Figure 1: The complexity of satisfiability in abstraction DLs.

tion level Ly decomposes into an ensemble of three objects
on the finer level Ly as described by ¢4. Concept abstrac-
tions are dual to refinements and state that every ensemble
of a certain kind on a finer level gives rise to an abstracting
object on a coarser level. Semantically, there is one classical
DL interpretation for each abstraction level and a (partial)
refinement function that associates objects on coarser levels
with ensembles on finer levels. Every object may partici-
pate in at most one ensemble and we require that abstraction
levels are organized in the form of a tree. We believe that
the abstraction DLs defined along these lines are useful for
many application domains, examples are given in the pa-
per. Though not limited to it, our DLs are particularly well-
suited for capturing the mereological (part-whole) aspect of
abstraction and refinement (Artale et al. 1996).

Our main technical contribution is to show that adding
abstraction and refinement to ALCHZ preserves decidabil-
ity of the base logic, and to provide a detailed analysis of
its complexity, also considering many relevant fragments.
It turns out that satisfiability in ALCHZ is 2EXPTIME-
complete. Note that this is in line with the fact that CQ eval-
uation in ALCHZ is 2EXPTIME-complete (Lutz 2008). For
the fragments, however, such parallels to evaluation cease to
hold. We use ALCHT*[cr] to denote ALCHZ™ in which
only concept refinement is admitted, and likewise ca denotes
concept abstraction and rt, ra denote role refinement and ab-
straction. We recall that ALC is ALCHZ without inverse
roles and role hierarchies.

We show that satisfiability in the natural fragment
ALCHT™(cr] is only EXPTIME-complete, despite the
fact that it still comprises CQs. Moreover, 2EXPTIME-
hardness already holds for ALC?* in contrast to the fact
that CQ evaluation in ALC is in EXPTIME. There are
actually three different sources of complexity as satisfia-



bility is 2EXPTIME-hard already in each of the fragments
ALC™[ca], ALC*™[rr], and ALC*™[ra]. In ALC*™[ra],
role abstractions allow us to recover inverse roles. The same
is true for ALC [ca] that, however, requires a more subtle
reduction relying on the fact that ensembles must not over-
lap. Finally, ALC?[rr] is 2EXPTIME-hard because role re-
finements allow us to generate objects interlinked in a com-
plex way. See Figure 1 for a summary.

We then observe that the decidability of ALCHZ® is
more fragile than it may seem on first sight and actually de-
pends on a number of careful design decisions. In particu-
lar, we consider three natural extensions and variations and
show that each of them is undecidable. The first variation is
to drop the requirement that abstraction levels are organized
in a tree. The second is to add the requirement that ensem-
bles (which are tuples rather than sets) must not contain re-
peated elements. And the third is to drop the requirement
that CQs in abstraction and refinement statements must be
full, that is, to admit quantified variables in such CQs.

Proofs are in the appendix.

Related Work. A classic early article on granularity in
Al is (Hobbs 1985). Granularity has later been studied in
the area of foundational ontologies, focussing on a philo-
sophically adequate modeling in first-order logic. Examples
include granular partitions (Bittner and Smith 2003), the
descriptions and situations framework (Gangemi and Mika
2003), and domain-specific approaches (Fonseca et al. 2002;
Schulz, Boeker, and Stenzhorn 2008; Vogt 2019).

Existing approaches to representing abstraction and re-
finement / granularity in DLs and in OWL are rather dif-
ferent in spirit. Some are based on rough or fuzzy set the-
ory (Klinov, Taylor, and Mazlack 2008; Lisi and Mencar
2018), some provide mainly a modeling discipline (Calegari
and Ciucci 2010), some aim at the spatial domain (Hbeich,
Roxin, and Bus 2021) or at speeding up reasoning (Glimm,
Kazakov, and Tran 2017), and some take abstraction to mean
the translation of queries between different data schemas
(Cima et al. 2022). We also mention description logics of
context (Klarman and Gutiérrez-Basulto 2016); an abstrac-
tion level can be seen as a context, but the notion of context
is more general and governed by looser principles. A cate-
gorization of different forms of granularity is in (Keet 2008).

There is a close connection between DLs with abstraction
as proposed in this paper and the unary negation fragment of
first-order logic (UNFO). In fact, UNFO encompasses on-
tologies formulated in DLs such as .ALCZ and conjunctive
queries. UNFO satisfiability is decidable and 2EXPTIME-
complete (Segoufin and ten Cate 2013). This does, however,
not imply any of the results in this paper due to the use of re-
finement functions in the semantics of our DLs and the fact
that UNFO extended with functional relations is undecidable
(Segoufin and ten Cate 2013).

2 Preliminaries

Base DLs. Fix countably infinite sets C and R of concept
names and role names. A role is a role name or an inverse
role, that is, an expression ~ with r arole name. If R = r~

is an inverse role, then we set R~ = r. ALCZ-concepts
C, D are built according to the syntax rule

C,Du=A|~C|CND|CUD|3R.C|YRC

where A ranges over concept names and R over roles. We
use T as an abbreviation for A L = A with A a fixed con-
cept name and L for = T. An ALC-concept is an ALCZ-
concept that does not use inverse roles and an £ L-concept is
an ALC-concepts that uses none of —, L, and V.

An ALCHT-ontology is a finite set of concept inclusions
(CIs) C € D with C and D ALCZ-concepts and role in-
clusions (RIs), R C S with R, S roles. The letter Z in-
dicates the presence of inverse roles and 7 indicates the
presence of role inclusions (also called role hierarchies), and
thus it should also be clear what we mean e.g. by an ALCZ-
ontology and an ALCH-ontology. An &£L-ontology is a fi-
nite set of CIs C' C D with C', D £L-concepts.

An interpretation is a pair Z = (A%, .7) with AT a non-
empty set (the domain) and -Z an interpretation function that
maps every concept name A € C to a set AZ C AZ and ev-
ery role name 7 € R to a binary relation 77 C AT x AZ,
The interpretation function is extended to compound con-
cepts as usual, c.f. (Baader et al. 2017). An interpretation
T satisfies aCI C C Dif CT C DT andanRI R C S if
RT C ST. 1t is a model of an ontology O if it satisfies all
CIs and RIs in it.

For any syntactic object O such as an ontology or a con-
cept, we use ||O|| to denote the size of O, that is, the number
of symbols needed to write O over a suitable alphabet.

Conjunctive Queries. Let V be a countably infinite set of
variables. A conjunctive query (CQ) takes the form ¢(z) =
37 ¢(Z, y) with ¢ a conjunction of concept atoms C(x) and
role atoms r(x,y), C a (possibly compound) concept, r a
role name, and x,y variables from Z U y. We may write
a € q to indicate that « is an atom in ¢ and r~(x,y) € ¢
in place of 7(y,x) € ¢. The variables in Z are the answer
variables of q. We require that every answer variable = oc-
curs in some atom of ¢, but omit this atom in writing in case
itis T (z). With var(q), we denote the set of all (answer and
quantified) variables in ¢. If ¢ has no answer variables then
it is Boolean. We mostly restrict our attention to CQs ¢ that
are full, meaning that ¢ has no quantified variables. A CQ
q is connected if the undirected graph with node set var(q)
and edge set {{v,v'} | r(v,v") € gforanyr € R} is. A
CQ q is a subquery of a CQ ¢’ if g can be obtained from ¢’
by dropping atoms.

Let ¢(Z) = 35 ¢(Z,y) be a CQ and 7 an interpretation.
A mapping h : Uy — AT is a homomorphism from ¢ to
T if C(z) € q implies h(z) € CT and r(z,y) € ¢ implies
(h(x), h(y)) € rT. Atuple d € (AT)I?lis an answer to q on
7 if there is a homomorphism A from ¢ to Z with h(Z) = d.
We use ¢(Z) to denote the set of all answers to ¢ on Z. If
q is Boolean, we write Z |= ¢ to indicate the existence of a
homomorphism from q to Z.

3 DLs with Abstraction and Refinement

We extend ALCHZ to the DL ALCHZ? that supports ab-
straction and refinement. Fix a countable set A of abstrac-



tion levels. An ALCHI?-ontology is a finite set of state-
ments of the following form:

* labeled concept inclusions C Ty, D,

e labeled role inclusions R T, S,

* concept refinements L:q(T) refines L':C,

* concept abstractions L':C' abstracts L:q(ZT),
* role refinements L:q(Z,7) refines L':qr(x,y),
* role abstractions L':R abstracts L:q(Z, j)

where L, L’ range over A, C, D over ALCZ-concepts, R, S
over roles, q over full conjunctive queries, and gr over full
conjunctive queries of the form Cy(z) A R(x,y) A Ca(y).
In concept and role abstraction statements, we additionally
require the CQ ¢ to be connected. We may write C' =,
D as shorthand for the two CIs C Ty D and D Cp C.
We underline abstraction and refinement operators to ensure
better readability throughout the paper.

Intuitively, a concept refinement L:q(Z) refines L':C' ex-
presses that any instance of C' on abstraction level L’ refines
into an ensemble of |Z| objects on abstraction level L which
satisfies all properties expressed by CQ ¢g. Conversely, a
concept abstraction L':C abstracts L:q(Z) says that any en-
semble of |Z| objects on abstraction level L that satisfies ¢
abstracts into a single instance of C' on abstraction level L’.
Role refinements and abstractions can be understood in a
similar way, where each of the two elements that participate
in a role relationship refines into its own ensemble.

Note that in role refinements, we consider CQs qr =
C1(z) A R(z,y) A Co(y) rather than only the role R. This is
because roles are often of a general kind such as partOf or
interactsWith and need proper context to be meaningfully
refined. This context is provided by the concepts C, Cs.

Example 1. Granularity is important in many domains.
Anatomy has already been mentioned in the introduction.
The concept refinement given there may be complemented
by choosing qa as in the introduction and adding the con-
cept abstraction

L1:Arm abstracts Ly:q4.

We next consider bikes as a simple example for a technical
domain. Let us first say how wheels refine into components:
Lo:qyw refines Ly:Wheel where

gw = Axle(z1) A Spokes(z2) A Rim(x3) A Tire(z4) A
join(xa, 1) A join(xa, x3) A carries(zs, 24).

We may then use the following role refinement to express
how frames connect to wheels:

Lo:qrw refines Ly1: Wheel(x) A connTo(z, y) A Frame(y)

where, for T = x1---x4 and y = y1 - - - y7 (assuming that
frames have seven components),

qrw (Z,y) = Axle(z1) A connTo(z1,y1) A Dropout(yy).

This expresses that if a wheel is connected to a frame, then
the axle of the wheel is connected to the dropout of the frame.

Extensions £2P% of other DLs £ introduced in Section 2,
such as ALC and ALCH, may be defined in the expected

way. We also consider various fragments of ALCHZ™.

With ALCHI? [cr,rt], for example, we mean the fragment
of ALCHT?™ that admits concept refinement and role re-
finement, but neither concept abstraction nor role abstraction
(identified by ca and ra).

We next define the semantics of ALCHZ?®, based on A-
interpretations which include one traditional DL interpreta-
tion for each abstraction level. Formally, an A-interpretation
takes the form Z = (Az, <, (Zr)LeAy, p), Where

e A7 C A is the set of relevant abstraction levels;

e < C Az x Az is such that the directed graph
(Az,{(L’,L) | L < L'}) is a tree; intuitively, L < L’
means that L is less abstract than L’ or, in other words,
that the modeling granularity of L is finer than that of L’;

* (Zr)Lea, is a collection of interpretations Zj,, one for
every L € Az, with pairwise disjoint domains; we use
L(d) to denote the unique L € A7 with d € ATz,

* p is the refinement function, a partial function that asso-
ciates pairs (d, L) € AT x Az such that L < L(d) with
an L-ensemble p(d, L), that is, with a non-empty tuple
over A2, We want every object to participate in only
one ensemble and thus require that

(x) forall d € AZ, there is at most one e € AT such that d
occurs in p(e, L(d)).

For readability, we may write py,(d) in place of p(d, L).

An A-interpretation Z = (Az, <, (Z1)Lea,, p) satisfies a

¢ labeled concept or role inclusion o« T, fif L € Az and
ot C g

* concept refinement L:q(Z) refines L':C'if L < L' and for
all d € CTr’, there is an & € ¢(Z1,) such that py,(d) = ¢;

* concept abstraction L':C' abstracts L:q(z) if L < L’ and
forall & € ¢(Zy), thereisad € CTr’ s.t. pr(d) = &;

* role refinement L:q(Z, ) refines L':qr(z,y) if L < L’
and for all (dy,d2) € qr(Zr/), there is an (é1,€2) €
q(IL) such that pL(dl) = e; and pL(dQ) = €9,

* role abstraction L':R abstracts L:q(z,q) if L < L’ and
for all (€1,e2) € q(Zp), there is a (d1,d2) € RTr’ such
that pz,(d1) = €; and pr(d2) = é3.

An A-interpretation is a model of an ALCHZI***-ontology if
it satisfies all inclusions, refinements, and abstractions in it.

Example 2. We consider the domain of (robotic) actions.
Assume that there is a Fetch action that refines into subac-
tions: Lo:qp refines Lq:Fetch where

qr = Locate(x1) A Move(zz) A Grasp(zs) A
precedes(z1, x2) A precedes(zg, T3).

We might have a safe version of the fetching action and a
two-handed grasping action:

SFetch Ty, Fetch
TwoHandedGrasp Ty, Grasp

A safe fetch requires a two-handed grasping subaction:
Lo:qg refines Ly:SFetch where for T = x1x0x3,

¢s(Z) = TwoHandedGrasp(zs).



We remark that abstraction statements need to be used with
care since ensembles may not overlap, c.f. Condition (x).
For example, the reader may want to verify that the following
CI and concept abstraction have no model:

TCp, IrIrT Ly:T abstracts Lo:r(x, y).

We are interested in the problem of (concept) satisfiability
which means to decide, given an ALCHZ*-ontology O, an
ALCTZ-concept C, and an abstraction level L € A, whether
there is a model Z of O such that CZ% = (). We then say that
C is L-satisfiable w.r.t. O. As usual, the related reasoning
problems of subsumption can be reduced to satisfiability in
polynomial time, and vice versa (Baader et al. 2017).

4 Upper Bounds

We prove that satisfiability in ALCHZ?™ is decidable in
2EXPTIME. Before approaching this general case, however,
we consider the fragment ALCHZ?"[cr] and show that it is
only EXPTIME-complete.

4.1 ALCHT?™[cr] in ExpTime

Our aim is to prove the following.

Theorem 1. Satisfiability in ALCHI**[cr] is EXPTIME-
complete.

The lower bound is inherited from ALCHZ without ab-
straction and refinement (Baader et al. 2017). We prove the
upper bound by a mosaic-based approach, that is, we decide
the existence of a model Z by trying to assemble Z from
small fragments called mosaics. Essentially, a mosaic de-
scribes a single ensemble on a single level of abstraction.

Assume that we are given as input an ALCHI[cr]-
ontology O, an ALCZ-concept Cy, and an abstraction
level Ly. We may assume w.l.o.g. that Cy is a concept name
as we can extend O with Ay T, Cp and test satisfiability
of the fresh concept name Ay. We also assume w.l.0.g. that
O is in normal form, meaning that

1. every CI has one of the forms
TCL A ACy 3dR.B JR.BC A
AiMNAEL A ALCL-B ~BLCr A
where A, Ay, Ao, B are concept names and R is a role;

2. in every concept refinement L:q(Z) refines L":C, C'is a
concept name, and so is D in all concept atoms D(z) € g.

It is in fact routine to show that every ALCHZI*™[cr] on-
tology O can be converted in polynomial time into an
ALCHT™cr] ontology @ in normal form that is a con-
servative extension of O, see e.g. (Maniere 2022). We also
assume that (i) O contains R Ty R for all roles R and
abstraction levels L in O, (i) R &, S, S T, T € O
implies R C; T € O, and (iii) R Cp S € O implies
R~ C; S~ € O. With < we denote the smallest relation
on Ay such that L < L for all L:q(Z) refines L':C'in O.
Fix a domain A of cardinality ||O||. A mosaic is a pair
M = (L,7) where L € Ao is the abstraction level of the
mosaic and 7 is an interpretation with AZ C A such that
satisfies all CIs C Ty, Din O and allRIs R Ty S in O,

with the possible exception of CIs of the form A Ty 3r.B.
We may write LM to denote L, and likewise for ZM. Let
M be a set of mosaics. We say that a mosaic M = (L,Z) is
good in M if for all d € A the following hold:

1.if AC, JR.B € O,d € AL, and d ¢ (IR.B)Z, then
thereisan M’ = (L,T') € Mandad € AT" such that

(@) d € BT,

() if3SAC, BEO,RC, S€ O, andd € AT, then
d € BT,

(©) if3SAC, B O,R-Cy Se€0O,andd e AZ, then
d' € BT,

2. forevery level L’ € A such that
Q = {q| L':q(Z) refines L:A € O andd € AT} # ),
there is a mosaic M’ € M with M’ = (L',7') and a
tuple & over AT’ such that & € q(Z') forall ¢ € Q.

We now formulate the actual decision procedure. If the
directed graph (Ao, {(L’,L) | L < L'}) is not a tree, we
directly return ‘unsatisfiable’. Our algorithm first computes
the set My of all mosaics for O and then repeatedly and
exhaustively eliminates mosaics that are not good. Let M*
denote the set of mosaics at which this process stabilizes.

Lemma 1. Cy is Lg-satisfiable w.r.t. O iff M* contains (i) a
mosaic M with LM = L and C&M # 0 and (ii) a mosaic
M with LM = L, for every L in Ap.

The algorithm thus returns ‘satisfiable’ if Conditions (i)
and (ii) from Lemma 1 are satisfied and ‘unsatisfiable’ oth-
erwise. It is easy to see that the algorithm runs in single
exponential time.

4.2 ALCHI?" in 2ExpTime

Our aim is to prove the following.

Theorem 2. Satisfiability in ALCHI?™ is decidable in
2EXPTIME.

A matching lower bound will be provided later on. We
prove Theorem 2 by a mosaic-based approach which is,
however, significantly more complex than the one used in
the previous section. In particular, a mosaic now represents
a ‘slice’ through an A-interpretation that includes multiple
abstraction levels and multiple ensembles.

Assume that we are given as input an ALCHI?-
ontology O, an ALCZ-concept Cp, and an abstraction
level Ly. We again assume that Cj is a concept name. and
O is in normal form, defined as in the previous section, but
with the obvious counterparts of Point 2 for role refinements
and (concept and role) abstractions. We also define the re-
lation < on A as in the previous section, except that we
now consider concept and role refinements, as well as con-
cept and role abstractions, in the obvious way. Again, if the
directed graph (Ao, {(L',L) | L < L'}) is not a tree, then
we directly return ‘unsatisfiable’.

Fix a set A of cardinality ||O||!I°!l. A mosaic is a tuple

M = ((IL)LGAO y Py fina fout)
where



* (Z1)LeA, is a collection of interpretations and p is a
partial function such that (Ap, <, (Zr)rLeAy,p) 1S an
A-interpretation except that some interpretation domains
ATr may be empty; the length of tuples in the range of p
may be at most ||O|];

* fin and fou are functions that associate every L € Ap
with a set of pairs (g, h) where ¢ is a CQ from an ab-
straction statement in O or a subquery thereof, and h is
a partial function from var(q) to AZt; we call these pairs
the forbidden incoming queries in the case of f;, and the
forbidden outgoing queries in the case of fo;.

We may write ZM to denote Zy,, for any L € A, and like-
wise for pM, fM and fM.

Every mosaic has to satisfy several additional conditions.
Before we can state them, we introduce some notation. For
V C var(q), we use ¢|y to denote the restriction of ¢ to the
variables in V and write V as shorthand for V' = var(q) \ V.
A maximally connected component (MCC) of q is a CQ q|v
that is connected and such that V' is maximal with this prop-
erty. A CQp = EWpy is a component of g w.r.t. V C var(q)
if po is an MCC of ¢|y> and FE is the set of all atoms from ¢

that contain one variable from V and one variable from V.

Example 3. The following CQ has two components w.r.t.

For example, the dotted component is defined by p = E W pg
with E = r(u,z) A r(y,v) and py = r(u,v) A r(v,u).

With these notions at hand, let us explain the intuition
of the f;, and fo,r components of mosaics. Our decompo-
sition of A-interpretations into sets of mosaics is such that
every ensemble falls within a single mosaic. This means
that we must avoid homomorphisms from the CQs in con-
cept abstractions that hit multiple mosaics: such homomor-
phisms would hit elements from multiple ensembles while
also turning the set of all elements that are hit into an ensem-
ble; they thus generate overlapping ensembles which is for-
bidden. Almost the same holds for role abstractions where
however the CQ takes the form ¢(Z, ) with each of z and g
describing an ensemble, and we must only avoid homomor-
phisms that hit multiple mosaics from the variables in z, or
from the variables in .

Query avoidance is implemented by the f;, and fo,; com-
ponents. In brief and for CQs ¢(Z) from concept abstrac-
tions, we consider any non-empty subset V' C var(q) of vari-
ables and homomorphism A from g|y to the current mosaic.
We then have to avoid any homomorphism ¢ from ¢ \ ¢|v
that is compatible with i and hits at least one mosaic other
than the current one. The choice of V' decomposes ¢ into re-
maining components, which are exactly the components of
q w.r.t. V defined above. We choose one such component p
and put (p, k') into four, A’ the restriction of h to the vari-
ables in p, to ‘send’ the information to other mosaics that this

query is forbidden. The f;, component, in contrast, contains
forbidden queries that we ‘receive’ from other mosaics.

We now formulate the additional conditions on mosaics.
We require that M = ((Zr)reAo, P fin, fout) satisfies the
following conditions, for all L € Ap:

1. the A-interpretation (Ao, <, (ZL)LcAo,p) satisfies all
inclusions, refinements, and abstractions in @ with the
possible exception of Cls the form A Ty JIr.B;

2. for all concept abstractions L": A abstracts L:q(Z) in O,
all non-empty V' C var(q), and all homomorphisms h
from g|y to Z: there is a component p of ¢ w.r.t. V' such

that (p7 h‘Vﬁvar(p)) € fout (L)

3. for all role abstractions L": R abstracts L:¢(Z,§) in O, all
non-empty V' C var(q) with V # Z and V # #,! and all
homomorphisms h from ¢|y to Zy,: there is a component
p of g w.r.t. V such that (p, hlyvar(p)) € fout(L);

4. forall (¢,h) € fin(L), all V' C var(g), and all homomor-
phisms g from g|y to Z, that extend h, there is a compo-
nent p of ¢ w.r.t. V such that (p, g|vrvar(p)) € four(L).

‘We next need a mechanism to interconnect mosaics. This is
driven by concept names A and elements d € A%~ such that
A Cr dR.B € O and d lacks a witness inside the mosaic.
In principle, we would simply like to find a mosaic M’ that

has some element ¢ on level L such that ¢ € BT and an
R-edge can be put between d and e. The situation is compli-
cated, however, by the presence of role refinements and role
abstractions, which might enforce additional edges that link
the two mosaics. We must also be careful to synchronize the
fin, fout components of the two involved mosaics across the
connecting edges.

Consider mosaics M = ((Zr)reAo, P, fins four) and
M = ((T})1eno: £+ Fips four)- A M, M'-edge is an ex-

pression R(d,d’) such that R is a role, d € AT, and

d' € ATt for some L € Ap. A set E of M, M'-edges is an

edge candidate if the following conditions are satisfied:

1. R(d,e) € E and L(d) = L implies S(d,e) € E, for all
RC;, Se0;

2. ifIR.AC, B e O, R(d,d) € E,and d' € ATc, then
de BIv;

3. forall L € Ap,all (¢,h) € four(L), where ¢ = E; W qly
for V' = dom(h), and all functions g from V Nvar(E,) to
ATr such that R(h(z), g(y)) € E for all R(z,y) € E,,
we have (¢l 9) € f1(L):

4. for all R(d,d’) € F and all L:q(Z,y) refines
L':qr(z,y) € O such that ¢ = ¢|z W E; W qlg, qr =
Cu(xz) NR(z,y) NCy(y),d € Crv,and d € Cyv'

(a) pr(d) and p7 (d') are defined;

(b) h:Z — pr(d) is a homomorphism from ¢|z to Zp;
(c) W' : gy p7(d")is a homomorphism from g|; to Z} ;
@) {R(h(x), ' (y)) | R(z,y) € Eq} € E;

"Here we view Z and 7 as sets.



5. for all role abstractions L':R abstracts L:q(Z,y) € O,
where ¢ = ¢|z W E, Wql5, all homomorphisms A from ¢|z
to Zy,, and all homomorphisms g from ¢|; to Z} such that
{S(h(x),g(y)) | S(x,y) € E,} C E, thereared € ATr’
and d' € ATu with pr,(d) = h(Z), py,(d') = g(7), and
R(d,d') € E;

6. Converses of Conditions 2-5 above that go from M’ to M
instead of from M to M’; details are in the appendix.

Let M be a set of mosaics. A mosaic M is good in M if for
al AC, 3R.B€ Oandd € (AN -3R.B)L":

(%) there is a mosaic M’ € M, ad € BIILW, and an edge
candidate F such that R(d,d’) € E.

The actual algorithm is now identical to that from the pre-
vious section. We first compute the set M of all mosaics
and then repeatedly and exhaustively eliminate mosaics that
are not good. Let M* denote the set of mosaics at which
this process stabilizes.

Lemma 2. Cy is Lg-satisfiable w.rt. O iff M* contains
M

(i) a mosaic M with C’gLO # () and (ii) a mosaic M with

ATL + (), for every L in Ap.

The algorithm thus returns ‘satisfiable’ if Conditions (i)
and (ii) from Lemma 2 are satisfied and ‘unsatisfiable’ oth-
erwise. It can be verified that the algorithm runs in double
exponential time.

S Lower Bounds

We have seen that the fragment ALCHZ**[cr] of
ALCHTI™ which focusses on concept refinement is only
EXPTIME-complete. Here we show that all other fragments
that contain only a single form of abstraction/refinement are
2EXPTIME-hard, and consequently 2EXPTIME-complete.
This of course also provides a matching lower bound for
Theorem 2—actually three rather different lower bounds,
each one exploiting a different effect. All of our lower
bounds apply already when ALCHZ is replaced with ALC
as the underlying DL.

5.1 Role Abstraction: ALC?[ra]

The 2EXPTIME-hardness of satisfiability in ALCHZ®™ is
not entirely surprising given that we have built conjunctive
queries into the logic and CQ evaluation on ALCZ knowl-
edge bases is known to be 2EXPTIME-hard (Lutz 2008). In
fact, this is already the case for the following simple version
of the latter problem: given an ALCZ ontology O, a concept
name Ay, and a Boolean CQ ¢, decide whether Z |= ¢ for
all models Z of O with AZ # (). We write O, Ay |= ¢ if this
is the case.

It is easy to reduce the (complement of the) simple CQ
evaluation problem to satisfiability in .ALCZ?"[ca]. Fix two
abstraction levels L < L', let ¢ be the CQ obtained from ¢
by dequantifying all variables, thus making all variables an-
swer variables, and let O’ be the set of all concept inclusions
C Cp D with C C D € O and the concept abstraction

L’:1 abstracts L:q.

It is straightforward to show that Ag is L-satisfiable w.r.t. O’
iff O, AO };’é q.

Our aim, however, is to prove 2EXPTIME-hardness with-
out using inverse roles. The above reduction does not help
for this purpose since CQ evaluation on ALC knowledge
bases is in EXPTIME (Lutz 2008). Also, we wish to use role
abstractions in place of the concept abstraction.

As above, we reduce from the complement of simple CQ
evaluation on ALCZ ontologies. Given an input O, Ay, g,
we construct an ALC?*[ra] ontology O’ such that A is
L,-satisfiable w.r.t. O iff O, Ay [~ q. The idea is to use
multiple abstraction levels and role abstractions to simulate
inverse roles. Essentially, we replace every inverse role 7~
in O with a fresh role name 7, obtaining an ALC-ontology
O 4rc, use three abstraction levels Ly < Lo < L3, and craft
O’ so that in its models, the interpretation on level L; is a
model of O 4.¢, the interpretation on level Ly is a copy of
the one on level L, but additionally has an r-edge for ev-
ery 7 -edge, and L3 is an additional level used to check that
there is no homomorphism from g, as in the initial reduction
above. Details are in the appendix.

Theorem 3. Satisfiability in ALC?*[ra] is 2EXPTIME-hard.

5.2 Concept Abstraction: ALC?"[ca]

When only concept abstraction is available, the simulation
of inverse roles by abstraction statements presented in the
previous section does not work. We are nevertheless able
to craft a reduction from the simple CQ evaluation problem
on ALCT ontologies, though in a slightly different version.
What is actually proved in (Lutz 2008) is that simple CQ
evaluation is 2EXPTIME-hard already in the DL ALCY™,
which is ALC with a single role name s that must be inter-
preted as a reflexive and symmetric relation.

We simulate ALC¥™-concepts 3s.C by ALCZ-concepts
dr—.3r.C, and likewise for Vs.C. The reduction then
exploits the following effect. Consider an ALCS[cal-
ontology O that contains the CI T Ty Vr.37.T and the
concept abstractions

L':T abstracts L:7(x,y) and L': T abstracts L: 7(y, ).

Then in any model Z of O, (d, e) € r= implies (e, d) € 77¢
and thus we can use 7 as the inverse of 7. This is because
the first concept abstraction forces (d, €) to be an ensemble
on level L, e must have a 7-successor f, and the second con-
cept abstraction forces (f,e) to be an ensemble. But since
ensembles cannot overlap, this is only possible when d = f.
We have to be careful, though, to not produce undesired
overlapping ensembles which would result in unsatisfiabil-
ity. As stated, in fact, the ontology O does not admit mod-
els in which 7, contains an r-path of length two. This is
why we resort to ALCY™. Very briefly, the r~-part of the
role composition r~;r falls inside an ensemble and is im-
plemented based on the trick outlined above while the r-part
connects two different ensembles to avoid overlapping. The
details are somewhat subtle and presented in the appendix.

Theorem 4. Satisfiability in ALC*™[ca] is 2EXPTIME-
hard.



5.3 Role Refinement: ALC"[r1]

While concept and role abstractions enable reductions from
CQ evaluation, this does not seem to be the case for con-
cept and role refinements. Indeed, we have seen in Sec-
tion 4.1 that concept refinements do not induce 2EXPTIME-
hardness. Somewhat surprisingly, role refinements behave
differently and are a source of 2EXPTIME-hardness, though
for rather different reasons than abstraction statements.

It is well-known that there is an exponentially space-
bounded alternating Turing machine (ATM) that decides a
2EXPTIME-complete problem and on any input w makes at
most 2% steps (Chandra, Kozen, and Stockmeyer 1981).
We define ATMs in detail in the appendix and only note here
that our ATMs have a one-side infinite tape and a dedicated
accepting state g, and rejecting state g,-, no successor con-
figuration if its state is g, or g, and exactly two successor
configurations otherwise.

Let M = (Q,%,T, g0, A) be a concrete such ATM with
Q = Q349 Qv W{qa,qr}- We may assume w.l.o.g that M
never attempts to move left when the head is positioned on
the left-most tape cell. Let w = 01 -+ - 0,, € X* be an input
for M. We want to construct an ALC?"[rr]-ontology © and
choose a concept name S and abstraction level L; such that
S is Lj-satisfiable w.r.t. O iff w € L(M). Apart from S,
which indicates the starting configuration, we use the fol-
lowing concept names:

* A,,foreach o € T, to represent tape content;
» A, foreach g € @, to represent state and head position;

* Byomforge Q,0 €I, M € {L, R}, serving to choose
a transition;

* H_, H_, indicating whether a tape cell is to the right or
left of the head.

plus some auxiliary concept names whose purpose shall be
obvious. We use the role name ¢ for next tape cell and ¢y, co
for successor configurations.

The ontology O uses the abstraction levels A =
{Li,...,L,} with L;11 < L; for 1 < i < n. While we
are interested in L;-satisfiability of S, the computation of
M is simulated on level L,,. We start with generating an
infinite computation tree on level L:

S Cr, der.N M des.N N Cr, dei.N Mdey. N.

In the generated tree, each configuration is represented by
a single object. On levels Lo, ..., L,, we generate similar
trees where, however, configurations are represented by ¢-
paths. The length of these paths doubles with every level
and each node on a path is connected via c; to the corre-
sponding node in the path that represents the first successor
configuration, and likewise for ¢, and the second successor
configuration. This is illustrated in Figure 2 where for sim-
plicity we only show a first successor configuration and three
abstraction levels. We use the following role refinements:

Lit1:q(Z,q) refines L;: t(x,y)
Lit1:q;(Z, ) refines L;: ¢;(x,y)
for 0 < i < nandj € {1,2}, and where T = xjz9,

Figure 2: Dotted lines indicate refinement.

¥ = y1y2 and
q(z,y) =t(x1,22) A t(x2,y1) A t(y1,y2)
qj(Z,7) =t(x1, 22) At(y1,y2) A cj(@1,y1) Acj(22,y2).
To make more precise what we want to achieve, let the m-
computation tree, for m > 0, be the interpretation Z,, with

ATm = {cg, e} - {1,...,m}

tTm = {(wi,wj) | w € {co,c1}*, 1 <i<m,j=i+1}
e = {(wj,weij) | w € {co, 1}, 1 < j <myi€{0,1}}
for £ € {1,2}. It can be shown that for any model Z of

the ALC?"[rr]-ontology O constructed so far and for all
i € {1,...,n}, we must find a (homomorphic image of a)
2‘-computation tree in the interpretation Zy,,. This crucially
relies on the fact that ensembles cannot overlap. In Figure 2,
for example, the role refinements for ¢ and for ¢; both ap-
ply on level Lo, and for attaining the structure displayed on
level L it is crucial that in these applications each object on
level L, refines into the same ensemble on level Ls.

On level L,,, we thus find a 2"*-computation tree which we
use to represent the computation of M on input w. To start,
the concept name S is copied down from the root of the 1-
computation tree on level L; to that of the 2"-computation
tree on level L,,. To achieve this, we add a copy of the above
role refinements for c;, but now using the CQ

q1(Z,9) = S(z1) A ez, y1) A ci (T2, y2).
We next describe the initial configuration:
SCr, Ay NAy, MVEA, M---NV" (A, MB.)
B, Cp, Vt.(AgpnB-)
For existential states, we consider one of the two possible
successor configurations:

Aq nA, Cr, (vcl.Bq,’a‘/’M/) L <VCQ.BQ757M)
forall ¢ € Q3 and o € I" such that A(q,0) = {(¢',0’, M’),
(g, 5, M)}. For universal states, we use both successors:

Aq nA, Cr, (Vcl.qua/,M/) M (VCQ.B@&J\;[)
forall ¢ € Qv and o € I" such that A(q,0) = {(¢',0’, M'),
(g,0,M)}. We next implement the transitions:

ByomCr, Ae Ft.Byor Cr, Aq
Byor EL, V.44
forallg € Q,0 € T',and M € {L, R}. We mark cells that



are not under the head:
Ay Cp, VEHC Jd.A, Cp
H_Cp VtH.  3tH.Cp
for all ¢ € @. Such cells do not change:
(HLUH,)MNA, T, Ve Ay
forallc € T'and i € {1,2}. State, content of tape, and head
position must be unique:
Aq [ Aq/ Cn, L A NMA,Cp L
(HLUH,)NA,Cyp, L
forall ¢,¢' € Q and 0,0’ € T' with ¢ # ¢ and 0 # o’.
Finally, all followed computation paths must be accepting:
Aq, Er, L.
This finishes the construction of O.
Lemma 3. S is L;-satisfiable w.rt. O iff w € L(M).
We have thus obtained the announced result.
Theorem 5. Satisfiability in ALC**[rr] is 2EXPTIME-hard.

H.,
H—>

n

n

6 Undecidability
One might be tempted to think that the decidability of
ALCHT?™s is clear given that only a finite number of ab-
straction levels can be mentioned in an ontology. However,
achieving decidability of DLs with abstraction and refine-
ment requires some careful design choices. In this sec-
tion, we consider three seemingly harmless extensions of
ALCHT™ and show that each of them results in undecid-

ability. This is in fact already the case for ££°° where the
underlying DL ALCHZ is replaced with £L.

6.1 Basic Observations

We make some basic observations regarding the DL &£
and its fragments. In classical ££, concept satisfiability is
not an interesting problem because every concept is satis-
fiable w.r.t. every ontology. This is not the case in £
where we can express concept inclusions of the form C Cp,
1 with C' an £L-concept, possibly at the expense of intro-
ducing additional abstraction levels. More precisely, let L’
be the unique abstraction level with L < L’ if it exists and
a fresh abstraction level otherwise. Then C C; L can be
simulated by the following CI and concept abstraction:

C EL Hrc.arc.—r
L':T abstracts L:r¢(x,y)

where r¢ is a fresh role name. Note that this again relies on
the fact that ensembles cannot overlap, and thus an r¢-path
of length two in level L results in unsatisfiability. The same
can be achieved by using a role abstraction in place of the
concept abstraction.

To prove our undecidability results, it will be convenient
to have available concept inclusions of the form C' T, Vr.D
with C, D £L-concepts. Let L’ be a fresh abstraction level.
Then C' T Vr.D can be simulated by the following role
refinement and concept abstraction:

L':r(z,y) A A(y) refines L: C(z) A r(z,y)
L': D abstracts L': A(x)

where A is a fresh concept name. It is easy to see that the
same can be achieved with a role abstraction in place of the
concept abstraction.

In the following, we thus use inclusions of the forms
C C; L and C C ¥r.D in the context of ££2 and prop-
erly keep track of the required types of abstraction and re-
finement statements.

6.2 Repetition-Free Tuples

In the semantics of ALCHT® as defined in Section 3, en-
sembles are tuples in which elements may occur multiple
times. It would arguably be more natural to define ensem-
bles to be repetition-free tuples. We refer to this version of
the semantics as the repetition-free semantics.

If only concept and role refinement are admitted, then
there is no difference between satisfiability under the orig-
inal semantics and under the repetition-free semantics. In
fact, any model of O under the original semantics can be
converted into a model of O under repetition-free semantics
by duplicating elements. This gives the following.

Proposition 1. For every ALCZ-concept C, abstraction
level L, and ALCHI*™[cr,r]-ontology ©O: C is L-
satisfiable w.r.t. O iff C' is L-satisfiable w.r.t. O under the
repetition-free semantics.

The situation changes once we admit abstraction.

Theorem 6. Under the repetition-free semantics, satisfiabil-
ity is undecidable in ALC?™[ca], ALC*[ra], £L[rr, ca),
and €L [rr, ra).

In the following, we prove undecidability for satisfiability
in ALC?[ca. The result for ALC?"[ra] is a minor varia-

tion and the results for ££" are obtained by applying the
observations from Section 6.1.

We reduce the complement of the halting problem for de-
terministic Turing machines (DTMs) on the empty tape. As-
sume that we are given a DTM M = (@, X, T, qo,d). As in
Section 5.3, we assume that M has a one-side infinite tape
and never attempts to move left when the head is on the left
end of the tape. We also assume that there is a dedicated
halting state ¢;, € Q.

We want to construct an ALC*[cal-ontology O and
choose a concept name S and abstraction level L such that
S is L-satisfiable w.r.t. O iff M does not halt on the empty
tape. We use essentially the same concept and role names as
in Section 5.3, except that only a single role name c is used
for transitions to the (unique) next configuration. Computa-
tions are represented in the form of a grid as shown on the
left-hand side of Figure 3, where the concept names X; must
be disregarded as they belong to a different reduction (and so
do the queries). We use two abstraction levels L and L’ with
L < L'. The computation of M is represented on level L.

We first generate an infinite binary tree in which every
node has one t-successor and one c-successor:

TLCp3tTMN3e.T

To create the desired grid structure, it remains to enforce that
grid cells close, that is, the t-successor of a c-successor of
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Figure 3: Grid structure and queries for the DAG Semantics.

any node coincides with the c-successor of the t-successor
of that node. We add the concept abstraction

L': | abstracts L: q(Z) where

q(T) = c(z1, 22) Nt(z1, 23) A c(x3,24) N t(T2, 20).
The idea is that any non-closing grid cell admits a repetition-
free answer to ¢ on Zy, thus resulting in unsatisfiability. If
all grid cells close, there will still be answers, but all of
them are repetitive. The above abstraction alone, however,
does not suffice to implement this idea. It still admits, for
instance, a non-closing grid cell in which the two left ele-
ments have been identified. We thus need to rule out such
unintended identifications and add the concept abstraction
L’: 1 abstracts L: g for the following six CQs g:

t(z1,x2) A c(x1, 22) t(xy, x2) A (2, 27)
t(IL'l,IEQ)/\C(SCl,I’g) /\t(Ig,lEQ) C(IE17I’1)
t(z1,x2) A c(x1,23) A c(xa, x3) t(x1, 1)

The rest of the reduction is now very similar to that given in
Section 5.3, details are in the appendix.

6.3 DAG Semantics

Our semantics requires abstraction levels to be organized in
a tree. While this is very natural, admitting a DAG structure
might also be useful. This choice, which we refer to as the
DAG semantics, leads to undecidability.

Theorem 7. Under the DAG semantics, satisfiability is un-
decidable in ALC?™ [ca,ct] and £ L™ [ca, cr, 1.

The result is again proved by a reduction from (the com-
plement of) the halting problems for DTMs. In fact, the re-
duction differs from that in Section 6.2 only in how the grid
is constructed and thus we focus on that part. We present the
reduction for ALC"[ca, cr].

Assume that we are given a DTM M = (Q, %, T, qo, 9).
We want to construct an ontology O and choose a concept
name S and abstraction level L such that S is L-satisfiable
w.rt. O iff M does not halt on the empty tape. We use
abstraction levels L, L1, Lo, L3, L4y with L < L; for all
i € {1,...,4}. The computation of M is simulated on
level L. We start with generating an infinite ¢-path with out-
going infinite c-paths from every node:

S Cp 3t.A A Cp A,
At EL HC.AC AC EL HC.AC.

In principle, we would like to add the missing ¢-links using
the following concept abstraction and refinement:

L1:Uy abstracts L:q
L:q ANt(x3,x4) refines Ly: Uy where
q = c(x1,x3) Nt(x1,22) A c(x2,24).

This would then even show undecidability under the origi-
nal semantics, but it does not work because it creates over-
lapping ensembles and thus simply results in unsatisfiability.
We thus use the four abstraction levels Ly, ..., Ly in place
of only L;. This results in different kinds of ensembles on
level L, one for each level L;, and an L;-ensemble can over-
lap with an L;-ensemble if 7 # j. We label the grid with
concept names X1, ..., X4 as shown in Figure 3, using CIs

X1 EL VC.Xg 1 thQ X2 EL VC.X4 [l VtXl
X3 EL VC.Xl X4 EL VC.XQ SEXl

We define four variations ¢, . .., g4 of the above CQ ¢, as
shown on the right-hand side of Figure 3, and use the follow-
ing concept abstraction and refinement, for i € {1,...,4}:

L;:U; abstracts L: g;
L: q; A t(1‘3, I4) refines L,L'Z UL

It can be verified that this eliminates overlapping ensembles
and indeed generates a grid.

6.4 Quantified Variables

The final variation that we consider is syntactic rather than
semantic: we admit quantified variables in CQs in abstrac-
tion and refinement statements.

Theorem 8. In the extension with quantified vari-
ables, satisfiability is undecidable in ALC?s [ca,cr] and
EL75[ca, cr, 1],

We use a DTM reduction that follows the same lines as the
previous reduction and only explain how to generate a grid.
We again start with an infinite ¢-path with outgoing infinite
c-paths from every node. In the previous reduction, the main
issue when adding the missing ¢-links was that a naive im-
plementation creates overlapping ensembles. It is here that
quantified variables help since they allow us to speak about
elements without forcing them to be part of an ensemble.
We use the following concept abstraction and refinement:

L1:U; abstracts L:q
L:g Nt(x3,x4) refines Ly: Uy where
q = Fx13xo c(x1,x3) A t(21,22) A c(x2,24).

7 Conclusion

We have introduced DLs that support multiple levels of ab-
straction and include operators based on CQs for relating
these levels. As future work, it would be interesting to anal-
yse the complexity of abstraction DLs based on Horn DLs
such as £L£, £EL£Z and Horn-ALCZ. It would also be inter-
esting to design an ABox formalism suitable for abstraction
DLs, and to use such DLs for ontology-mediated querying.
Finally, our work leaves open some decidability questions
such as for ALC?[cr] and £L£2"[cr, ca] under the DAG se-
mantics and with quantified variables.
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A Preliminaries

We introduce some additional preliminaries that are used in
the detailed proofs provided in the appendix.

A.1 Conservative Extensions

A signature is a set of concept and role names that in this
context are uniformly referred to as symbols. The set of sym-
bols that occur in an ontology O is denoted by sig(QO). Note
that this does not include abstraction levels.

Given two ontologies O; and O, we say that O is a
conservative extension of Oy if

1. sig(O1) C sig(Os),
2. every model of O, is a model of O, and

3. for every model Z; of O there exists a model Zy of Oq
such that

AT+ = A2 for all concept names A € sig(O;) and
r7t = 22 for all role names r € sig(O1).

A.2 Alternating Turing Machines

We briefly recall the definition of alternating Turing
machines (ATMs). An ATM M is a tuple M =
(Q,%,T, qo, A) where

* @ = Q39 Qv WY{qa,q} is the set of states and con-
sists of existentital states in QQ3, universal states in Qv,
an accepting state q,, and a rejecting state q,;

e Y is the input alphabet;

* T' is the work alphabet that contains the blank symbol [
and satisfies > C I';

* qo € Q3 U Qy is the starting state; and

e ACQ\{q, ¢} xT xQ xT x {L, R} is the transition
relation.

We use A(q, o) to denote
{(q/7alvM) | (Q7U7 q/7UI7M) € A}

and assume w.l.0.g. |A(g, o)| = 2 for all such sets.

A configuration of an ATM is a word wqw’ with w, w’ €
3>* and ¢ € Q. This has the intended meaning that the one-
sided tape contains ww’ followed by only blanks, the ATM
is in state ¢, and the head is on the symbol just after w. The
successor configurations of a configuration are defined as
usual in terms of the transition relation A. A halting config-
uration is of the form wqw’ with ¢ € {qq4, g}

A computation of an ATM M on a word w is a (finite
or infinite) sequence of configurations K, K7, ... such that
Ky = qow and K is a successor configuration of K; for
all i > 0. The acceptance of a configuration K = wquw’
depends on q: if ¢ = g, then K is accepting; if ¢ = ¢, then
K is rejecting; if ¢ € @3, then K is accepting iff at least
one successor configuration is accepting; if ¢ € Qv, then K
is accepting iff both successor configuration are accepting.
An ATM M with starting state gy accepts the word w if
the initial configuration qyw is accepting. We use L(M)
to denote the language M is accepting.

B Proofs for Section 4.1

We prove the correctness of the algorithm, stated as
Lemma 1 in the main body of the paper. We also analyze
the running time of the algorithm.

We repeat Lemma 1 here for the reader’s convenience.

Lemma 1. Cy is Lo-satisfiable w.r.t. O iff M* contains (i) a
mosaic M with L™ = Ly and C’gM # () and (ii) a mosaic
M with LM = L, for every L in Ao.

We split the proof of Lemma 1 into a soundness part (“if”
direction) and a completeness part (‘“only if” direction).

B.1 Soundness

Assume that our algorithm returns ‘satisfiable’. This im-

plies that there is a set M of mosaics in which all mosaics

are good, that contains a mosaic My with LM = L, and
M

Cg “0 £ (), and for each L € Ao it contains a mosaic of

level L. We have to show that we can construct a model Z

of O such that CyT=0 =£ 0.

Note that throughout the following construction, when
working with multiple mosaics we generally consider their
interpretation domains to be disjoint; this can be easily
achieved by renaming. In the following, we construct a se-
quence Z°,T',... of A-interpretations and obtain the de-
sired model Z in the limit. For bookkeeping purposes, along
with Z°, 7', ... we construct a mapping M that assigns a

mosaic M (d) to every domain element d € ;> AT,
We start with defining 7° = (<, (Z9)1eao, p°) by set-
ting

)= 7V forall L € Ap;
MeM
LM=r

p’ = 0;

and set M(d) = M if d € AT, forall d € AT and
M e M*, |

To construct Zi+! = (<, (Zit ) Leao, pit!) from Z¢ we
start with Z?t1 = T, Then for every L € Ap:

1. consider every ACy, dR.Be Oandd € AL with d ¢
(3R.B)*:. Condition 1 of goodness of mosaics implies
that there is a mosaic M’ € M with LM = L and a

& e AT that satisfy the subconditions 1(a) to (¢) w.r.t.
M (d). We do the following:

« (disjointly) add ZM" to Z:** and
e add (d,d') to ST forall RCy, S € O.
Also set M(d) = M forall d € AT

2. consider every concept refinement L':q(Z) refines L:A

in O such that d € A’c. Specifically let Q = {q |
L':q(%) refines L:A € Oandd € AT}. If Q # 0, then
by Condition 2 of goodness of mosaics there is a mosaic
M’ € M with LM = L and tuple € over AT" such that
e € q(ZM") for all ¢ € Q. We do the following:

« (disjointly) add " to Z: 1",



« (disjointly) add & to pt*(d).
Also set M (d) = M’ forall d € AT

As announced, we take Z to be the limit of the constructed
sequence of Z, T1, .. ..

What remains to show is that Z is a model of O and that
Cy is satisfied on Ly. We do this step by step starting with
the basic condition that 7 is an A-interpretation. Subse-
quently, we will show that it satisfies all CIs and RIs in O
and lastly that it satisfies all concept refinements in O and
also that Cj is satisfied on Ly.

Lemmad4. 7 = (<,(Zr)LeAy, p) is an A-interpretation.

Proof. We go through the three conditions of A-
interpretations.

e our relation “<” is such that the directed graph
(Az,{(L',L) | L < L'}) is a tree, since our algorithm
did not abort;

* by definition, AL s non-empty for all L € A; thus the
same holds for AZz;

* whenever we added a tuple to the range of p in the con-
struction of Z, all the elements were part of a freshly
added mosaic. Thus there is always at most one d € A”
such that e occurs in p, () (d).

a

Lemma 5. 7 satisfies all Cls and Rls in O.

Proof. First, consider any role inclusion R Ty S € O.
For an edge (d,e) € RZL there are two cases. If (d, ¢) was
part of a mosaic then the definition of mosaics and our con-
struction imply (d, e) € STt. Otherwise (d, ¢) was added to
RZr in Step 1 of the construction of Z which immediately
implies (d, e) € ST* since this is part of Step 1.

Now we go through each form a CI in O can have.

s TCp AANA L AAAC, B, -B L —A, are
satisfied because of the definition of mosaics and the con-

struction of Z.

e IfAC;, 3RB € O and d € AZL then Step 1 in the
construction of Z implies that there is a d’ € B** with
(d,d") € Rr.

*If3JRBC, Ac Oand (d,d) € R** withd € B,
then there are two cases. First, consider the case that
M(d) = M(d'). Then the definition of mosaics and our
construction imply d € AZt. If M(d) # M(d') then
(d,d’) must have been added to R in Step 1 of con-

structing Z which in turn implies d € A%~
a

The following lemma establishes soundness of the algo-
rithm.

Lemma 6. 7 is a model of © with Cy™ o = ().
Proof. By Lemma 4, 7 is an A-interpretation and by
Lemma 3, it satisfies all CIs and RIs in O. Since My € M,

0
our construction of Z° implies that CoTro # () and by the
construction of Z this holds true for Z as well. It only re-
mains to show that all concept refinements are satisfied but

this follows directly from Step 2 in the construction of 7
since it ensures that all concept refinements are satisfied in
7" for each 7 and thus also in Z. a

B.2 Completeness

Assume that there is a model Z = (=<, (ZL)LeAy,p) of O
with CoZ=0 % (). We have to show that our algorithm returns
‘satisfiable’.

Let V C AZL be a set of domain elements for some L €
Ap. If [V] < ||O]|, we use My = (L, J) to denote the
mosaic of V in Iy, where J is defined as follows:

AT =V
AT = ATtV for all A insig(O)NC
r? ={(d,e) | d,e € V and (d,e) € r*-}

for all r in sig(O) N R

It is easy to verify that My is a mosaic since Z is a model
of O and |[A7| < ||O||. Technically we have to rename
elements which can be done by defining a simple injective
function that maps A7 to A. If we renamed an element

de AT toe € ATV, then we use e* to denote d.

The algorithm computes the final set M* of mosaics by
starting with the set M of all mosaics for O and then re-
peatedly and exhaustively eliminating mosaics that are not
good. Let us assume the computation did n eliminations of
mosaics that were not good. We then use Mo, M1, ..., M,
to denote the sets of the computation, implying M,, = M*.

We now want to show that all the My s are contained in
M* since that will trivially imply that our algorithm returns
‘satisfiable’.

Lemma 7. Foralli < n:
{My |3L € Ap s.t. V C A2 with |[V| < ||O||} € M.

Proof. The proof is by induction on ¢. For ¢ = 0, our as-
sumption follows from the fact that all the My s are mosaics.
For ¢ > 0, let us consider a mosaic My € M; for any
L € Ap and V C ATL with |[V| < ||O||. Let A Ty,
GRB e O,d e AT  andd ¢ (3R.B)X"". We have
to show that there are a mosaic M’ € M, with LM =L

and a domain element &’ € AZ" that satisfy Condition 1
of goodness of mosaics. From the construction of My we
know that d* € (3R.B)** and 7 being a model of O implies
that there is an e € AZL with (d*,e) € RZL. By the IH
M {e} € M, and thus Condition 1 of goodness is satisfied.

For Condition 2 of goodness, let d € A" and Q = {q |
L':q(Z) refines L:A € O} # (). The construction of My
implies that @+ € A%t and since 7 is a model there is a tuple
€ € prs(d) such that € € ¢(Z) for all ¢ € Q. Now we can
apply the IH to get M(c|ciney € M, and thus Condition 2
of goodness is satisfied as well. a

Now since Z is a model there is at least one element d €
ATz forall L € Ao, and also an element dy € CyTto. We
can now apply Lemma 7 to imply that M4, € M* for all
these mentioned domain elements and thus the conditions
for our algorithm to return ‘satisfiable’ are met.



B.3 Running Time

Since the domain of a mosaic has a maximum of ||O
elements, there are at most 2PPYUICID  different mo-
saics. Consequently the length of the constructed sequence
Mo, My, ... is also bounded by 2PVUICID  Checking
goodness of mosaics requires us to compute answers to CQs.
Doing this in a brute force way results in checking at most
[|O||!IOl ¢ 2poly(IO1]) candidates for homomorphisms from
a CQ into a mosaic (for a fixed answer). In summary, the
running time of our algorithm is at most 2P (I1O11)

C Proofs for Section 4.2

In the main part of the paper, we have omitted details regard-
ing the converses of Conditions 2-5 of edge candidates. We
start with giving a complete list of conditions, including the
converses.

Let M - ((IL)LEA@apa fimfout) and M/ -
((Z9)Leao, P Ly flu). A set E of M, M’-edges is an
edge candidate if it satisfies the following conditions:

1. R(d,e) € E and L(d) = L implies S(d,e) € E, for all
RC;, Se0;

2. ifARAC, B e O, R(d,d) € E,and d' € ATc, then
de BIr;

2. if3IR-.AC; B€ O,R(d,d') € E,and d € ATt, then
d e BIr;

3. forall L € Ap,all (q,h) € four(L), where ¢ = E,Wqly
for V' = dom(h), and all functions g from V Nvar(E,) to
ATr such that R(h(z), g(y)) € E for all R(z,y) € E,,
we have (qly7, 9) € fi,(L);

3. forall L € Ap,all (q,h) € fl,.(L), where ¢ = E;Wqly
for V' = dom(h), and all functions g from V Nvar(E,) to
ATr such that R(h(z),g(y)) € E for all R(z,y) € E,,
we have (q|y7,9) € fin(L):

4. for all R(d,d’) € FE and all role refinements
L:q(z,7) refines L':qr(x,y) € O, such that ¢ = ¢|z &
E,Wqlg, qr = Cx(x) AR(z,y) ANCy(y), Cy € t(d), and
Cy e t'(d):

(a) pr(d) and p (d') are defined;

(b) h:Z > pr(d)is a homomorphism from ¢|z to Zy;
(c) B : g pf(d') is a homomorphism from ¢|5 to Z} ;
@ {R(h(@), K (1) | Rw,y) € Ey} C E;

4. for all R(d,d) € E and role refinements
L:q(z,y) refines L':gr(xz,y) € O, such that
¢ = qla ¥ Eq W qlg. qr = Co() A R(z,y) A Cy(y),
C, €t/(d), and Cy € t(d):

(a) pr(d) and p7 (d') are defined;

(b) h:Z— pf(d)is a homomorphism from ¢|z to Z7 ;
(¢) W' :y— pr(d)is a homomorphism from ¢|; to Zp;
@ {R(h(x),(y)) | R(z.y) € Ey} € B

5. for all role abstractions L':R abstracts L:q(Z,7) € O,
where ¢ = ¢|z W E, W ¢y, all homomorphisms / from ¢|z
to Zp,, and all homomorphisms g from g|5 to Z7 such that

{S(h(x). o(y
and d’ € ATv with py(d
R(d,d') € E;

5’. for all role abstractions L':R abstracts L:q(Z,y) € O,
where ¢ = ¢|z W E; Wqly, all homomorphisms % from ¢|z
to Z , and all homomorphisms g from g| to Z7, such that
{S(h(x),g(y)) | S(x,y) € E,} C E, thereared € AT’
and d' € ATw with pr(d) = g(i), p,(d') = h(Z), and
R(d',d) € E.

We now prove the correctness of the algorithm, stated as
Lemma 2 in the main body of the paper. We also analyze the
running time of the algorithm.

We repeat Lemma 2 here for the reader’s convenience.

Lemma 2. Cj is Lo- satlsﬁable w.rt. O iff M* contains
(i) a mosaic M with C Zio # () and (ii) a mosaic M with
ATz # (), for every L in Ap.

We split the proof of Lemma 2 into a soundness part (“if”
direction) and a completeness part (‘“only if” direction).

g(y) | S(z,y) € E,} C E, thereared € AZr
) = h(z), pi(d') = g(y), and

C.1 Soundness

Assume that our algorithm returns ‘satisfiable’ and thus sat-
isfies Condition (i) and (ii) of Lemma 2. We have to show
that we can construct a model Z of O such that CyZ%0 =£ ().

Note that throughout the following construction, when
working with multiple mosaics we generally consider their
interpretation domains to be disjoint; this can be easily
achieved by renaming. In the following, we construct a se-
quence Z°,T',... of A-interpretations and obtain the de-
sired model Z in the limit. For bookkeeping purposes, along
with Z°, 7%, ... we construct a mapping M that assigns a

mosaic M (d) to every domain element d € J;, AT
We start with defining 7° = (<, (Z9)Lea,, p°) by set-

ting
) Z} forall L € Ao;
MeM*
=1
MeM*
and set M(d) = M ifd € AT forall d € AT’ and

M e M*.

To construct '+ = (<, (Zi) Leaw, p ) from Z° we
start with Z?*1 = 7%, Then consider every L € Ap, A C,
AR.B € O and d € AT with d ¢ (3R. B)IL By the
goodness condition of mosaics, there is a mosaic M’ € M,

ad € BT and an M , M’ edge candidate E such that
R(d,d) e E
For all L € Ao, do the following:

« (disjointly) add Z}" to Zi+1,

« (disjointly) add p™’ to pi*1, and

* add {(e e’) | R(e,e’) € Eand L(e) =
RZL

Also set M(d)

L(¢') = L} to

— M foralld € AT



If an element d € AT for any ¢ > 0 was introduced as

acopy of e € A" for some M € M, then we use d' to
denote e. As announced, we take Z to be the limit of the
constructed sequence of Z°, 71, .. ..

What remains to show is that Z is a model of O and that
Cy is satisfied on Ly. We do this step by step starting with
the basic condition that Z is an A-interpretation. After that
we will show that it satisfies all CIs and RlIs in O and lastly
that it satisfies all abstraction and refinement statements in
O and that Cj is satisfied on L.

Lemma 8. 7 = (<, (Z.)LcAy, p) is an A-interpretation.

Proof. We go through the three conditions of A-
interpretations.

* our relation “<” is such that the directed graph
(Az,{(L’,L) | L < L'}) is a tree, since our algorithm
did not abort;

* by definition, AL s non-empty for all L € A; thus the
same holds for AZz;

« all the p™ are already refinement functions and we only
add them disjointly to Z in every step of the construction.
Thus every object participates in at most one ensemble.

a

Lemma 9. 7 satisfies all CIs and RIs in O.

Proof. First, consider any role inclusion R C”j S € O.
For an edge (d,e) € Rt there are two cases. The edge
might have been part of a mosaic. Then Condition 1 of
mosaics and our construction imply (d,e) € SZt. Oth-
erwise (d,e) was added to R% in Step 1 of the construc-
tion of Z and then Condition 1 of edge candidates implies
(d,e) € STr.

Now we go through each form a CI in O can have.

e TLCy, AJATMNMAy Cp AJALC, —-B,-B Cy, —A, are
satisfied because of Condition 1 of mosaics and the con-
struction of 7.

*If ATy, JR.B € O and d € A’: then Step 1 in the
construction of Z implies that there is a d’ € Bt with
(d,d’) € RIr.

« IfJRBC, A€ Oand (d,d') € Rt withd € B*z,
then there are two cases. First, consider the case that
M(d) = M(d'). Then Condition 1 of mosaics and our
construction imply d € AZt. If M(d) # M(d') then
(d,d’) must have been added to R in Step 1 of con-
structing Z which implies d € AZt because of Condi-
tions 2 and 2’ of edge candidates.

o

Before showing that 7 also satisfies all abstractions and
refinements in O we show two intermediary lemmas. In-
tuitively they say that the L-ensembles that are the result
of matching abstraction CQs are never part of multiple mo-
saics.

Lemma 10. For all concept abstractions L':A abstracts
L:q(Z) in O and all homomorphisms h from q to Iy,
M(d) = M(d') forall d,d" € ran(h).

Proof. Proof by contradiction. Assume there is a ho-
momorphsim h from g to Zj, such that for some elements
d,d" € ran(h), we have M (d) # M(d'). Let M (d) = My
and Vp = {x | « € var(q) and M (h(x)) = My} be the set
of variables in q that are matched into M. Note that by our
assumption Vj is neither empty nor equal to var(g). Thus
Condition 2 of mosaics applies, which states that there is a
component pg of ¢ w.r.t. Vo with py = Epy W polyzayar

and (p07 h|Vgﬂvar(po)) € f(ﬁ.i{to (L)

Let Vi = Vp Nvar(E,,). Then Vi is non-empty and
M(h(x)) # My for all x € Vi, by our assumption. Fur-
thermore, M (h(z)) = M (h(y)) for all z,y € V3, by the
definition of components. Let M; = M(h(x)) denote
this mosaic that is the same for all z € V;. The con-
struction of Z implies that in our algorithm there was an
My, M, edge candidate E with R(h(z),h(y)) € E for all
R(x,y) € E,,. Condition 3 of edge candidates then yields

(Po [T war (po)» lva) € FMi(L). For the rest of the proof let

Po)

b1 = pO'voﬁvar(po)'

Now we can apply Condition 4 of mosaics on (p1, hlv; ).
Let V/ = {x | = € var(p1)and M(h(x)) = M}
There are now two cases. If V/ = var(p;), then we im-
mediately contradict Condition 4 of mosaics because w.r.t.
var(po) there can be no component of p;. If V{ C var(p;),

then by Condition 4 of mosaics there is a component p)
with py = Ep ¥ plilgiavarpy) of pr wrt. VY such that

(p/la h|V1’ﬂvar(p'1)) € foZ\ultl (L)

The next step would be to choose V5 as V, = Vin
var(Ep/1 ) and repeat the back and forth between f,,; and
fin of mosaics we just showed. The only difference is that
from Ms and onwards we also need Condition 3’ of edge
candidates, since for example pj might match back into M,
via the edges in E (which means M> would be My = M).

The number of iterations is, however, restricted by some
i < [|O||, since the size of the query is bound by ||O|| and
consequently at some point we get a forbidden ingoing query
(pis hlv;) € £ (L) such that h matches all variables of p;

into Z;"*. This contradicts Condition 4 of mosaics and thus
every case leads to a contradiction of our assumption. a

Lemma 11. For all role abstractions L':R abstracts
L:q(z,9) in O and all homomorphisms h from q to Iy,

1. M(d)=M(d') foralld,d € ran(h|z) and
2. M(e) = M(€) foralle, e € ran(h|g).
Proof. Point 1 and Point 2 can be proven analogously to

Lemma 10 using Condition 3 of mosaics instead of Condi-
tion 2. a

Now we are ready to prove the following lemma which
establishes the soundness of the algorithm. The main thing
left to prove is that all abstractions and refinements of O are
satisfied.

Lemma 12. 7 is a model of O with Coy*to # (.

Proof. We just proved in Lemma 8 that 7 is an A-
Intepretation and in Lemma 9 that all CIs and RIs are satis-
fied. Since by Condition (i) of acceptance for our algorithm



. . . g .
there is a mosaic M € M* with C, Foour construction of

70 implies that Cozgo # () and by the construction of Z this
holds true for 7 as well.

Condition 1 of mosaics implies that each mosaic satisfies
all concept refinements and since the satisfiability of con-
cept refinements is independent of any roles we add, our
construction of Z naturally implies that Z also satisfies all
concept refinements.

Let (dy,d2) € qgr(Zy) for some role refinement
L':q(Z,y) refines L:qr(z,y) in O with ¢ = ¢q|z W E, W q5.
There are two cases. The dI and dg can be inside the same
mosaic, that is M (dy) = M (d2) = M. Here Condition 1 of
mosaics yields that the role refinement is satisfied in M and
thus also in Z by our construction of Z.

In the second case M (dy) = M, M(d2) = M’ and M #
M’. The definition of Z then implies that there is an edge
candidate E between M and M’ with R(d},d}) € E or

R~(d},d}) € E. Letus assume R(d},d}) € E as the other
case is analogous.

By Condition 4a to 4d of edge candidates, there are map-
pings h : & — pM(d]) and B’ : § — pM'(d}) such that
zy — pM(d))pM (d}) is a homomorphism from ¢ to Z,
where 7, is the union of the interpretations of the two mo-
saics and the edges from the edge candidate defined as

’

ATo = AT AT
T M IM’ .
ATo = AT g AT

RF = RF W R w{(h(x), (W' () | R(z,y) € Ey);
where A ranges over concept names and R over roles.

Since Z,, is part of Z;, and both p* and p™ " are part of p
we have (pr/(dy), pr/(d2)) € q(Z1/), as required. If earlier
in the proof we would have had R~ (d;7 dI) € E instead of

R(d},d}) € E then we use Condition 4’ of edge candidates
instead of Condition 4.

Let h : T — e be a homomorphism from ¢ to Z;, for some
concept abstraction L': A abstracts L:¢(Z) in O. Lemma 10
tells us that h maps all variables in ¢ to the domain elements
of a single mosaic M. Now Condition 1 of mosaics implies
that the concept abstraction is satisfied in M and thus also
in Z by our construction of 7

Let h : Ty > €1é3 be a homomorphism from q to Z, for
some role abstraction L':R abstracts L:q(Z,§) in O. We
use h' to denote replacing every element d € ran(h) with
d'. Lemma 11 tells us that AT |; maps all variables in gz to
the domain elements of a single mosaic M and hﬂg maps
all variables in gy to the domain elements of a single mosaic
M'. We consider two cases.

If M = M’ then Condition 1 of mosaics implies that the
role abstraction is satisfied in M and thus also in Z by our
construction of Z.

If M # M’ then by the construction of Z, there is an
edge candidate ¥ between M and M’ such that A" is a
homomorphism from ¢ to Z; where we construct Z, as in
the role refinement case. Thus, either Condition 5 or Con-
dition 5’ of edge candidates must apply. If Condition 5

applies, then there are d € AZL and d' € AT with
pM(d) = &b, pM'(d) = el, and R(d,d') € E. Again
it is easy to verify that our construction of Z then satisfies
L":R abstracts L:q(Z,y) since we copied all the compo-
nents of the mosaics and edges in the edge candidate. If Con-
dition 5° of edge candidates applies the proof works analo-
gously. |

C.2 Completeness

Assume that there is a model Z = (<, (ZL)LcAy,p) of O
with a domain element dy, € C’OI Lo, We have to show that
our algorithm returns ‘satisfiable’.

We assume w.l.o.g. that Z does not contain any unnec-
essarily large ensemble, that is, an L-ensemble é for any
L € Ap with ||e]] > ||O||. We can assume this since any
query in O is naturally of size at most ||O|]|.

For brevity we define p(d) = {e
eelementin py(d) forany L € Ap} for all d € AT
For all d € AT we define pu1(d) = {d} and exhaustively
compute

pin(@) = m@) U | 1 Teemetu U mile)
ecpi(d) ecpi(d)

We use p* to denote the function at which this process stabi-
lizes. Thus p*(d) contains all elements that can be reached
by iterated refinements via py, and abstractions via the in-
verse of pr. Intuitively, these are organized in a tree whose
elements are the members of ;*(d) and with an edge (e, ¢’)
if ¢’ occurs in pr(e). Also note that because there are no
unnecessarily large ensembles, |1*(d)| < ||O||II°!l.

For any d € AT, we define a mosaic M, of d in Z. The
first four components of M are as follows, for all L € Ap:

M(
AT ={e|ee AT N (d)):
TMa 7, .
At ={elee A" Ny (d)};
I T A
ror = {(e1,e2) | e1,e3 € AT N p*(d) and
(61’62) € TIL}§
P%Id(@) =ewithpr(e) =€ foralle € AIMd;

where A ranges of concept names and 7 over role names in
sig(O). What remains is to define £\ and 2.

For all concept abstractions L': A abstracts L:q(Z) in O,
all non-empty V' C var(q), all homomorphisms A from gy
to Zr, and all components p of ¢ w.r.t. V such that p =
E, ¥ ply consider the following cases:

1. if ran(h) C AZ:* and h can be extended to a homomor-

phism from g to Zp,, then add (p, h|yrvar(p)) tO fMa(L);

2. if ran(h) C AZ: and h cannot be extended to a homo-

morphism from gy U p to Zp,, then add (p, h|yvar(p)) to
aut' (L);

3. for all homomorphisms g from g|y U E, to Z;, that ex-

tend h but cannot be extended to a homomorphism from
M,
glv U p 1o Tp, if ran(glyryas,)) € A%, then add

(p‘77 g|Vﬁvar(Ep)) to flﬂ/ld (L)



For all role abstractions L':R abstracts L:q(Z, ) in O,
all non-empty V' C var(q) with V' # set(Z) and V' # set(%),
all homomorphisms h from g|y to Zy,, and all components p
of ¢ w.r.t. V such that p = E,, & p|;- consider the following
cases:

4. if ran(h) C A7t and h can be extended to a homomor-
phism from ¢ to Zp,, then add (p, 2|y rvar(p)) to fMa (L),

5. if ran(h) C AZ: and h cannot be extended to a homo-
morphism from ¢|y U p to Zp,, then add (p, h|yvar(p)) to

e (L);

out

6. for all homomorphisms g from ¢|y U E, to Zj, that ex-
tend h but cannot be extended to a homomorphism from

qlv Up to Iy, if ran(glyryag,)) S AZL" | then add
M
(p|7a g‘vaar(Ep)> to fin d(L)

Strictly speaking, the tuple M, defined above is not a
mosaic as the domain elements are not from the fixed set
A. Since, however, |p*(d)| < ||O]|!I°!l, this can easily be
achieved by renaming. If we renamed an element d € AT

toe € AT, then we use et to denote d. We might also use
this notation for tuples €, where &' implies that -* is applied
to all elements in the tuple, or functions f, where f* is the
function obtained by applying -+ to all elements in ran( f).

Now that we have defined how we read mosaics out of the
model we first need to prove that they are indeed mosaics
and second that they don’t get eliminated in the mosaic re-
moval subroutine of our algorithm. If we proved these two
things, then showing that our algorithm must returns ‘satis-
fiable’ will be trivial.

Lemma 13. M is a mosaic.

Proof. We go through all seven Conditions of mosaics.
Conditions 1 follows directly from Z being a model and the
definition of M.

For Condition 2 consider a concept abstraction
L’:A abstracts L:q(Z) in O, a non-empty V' C var(q), and
a homomorphism A from ¢|y to Ig/ld. There are now two
cases. The first one is that A+ can be extended to a homo-
morphism from ¢ to Zy,. Then (p, h|yvar(p)) € fMa(L) for
all components p of ¢ w.r.t. V, according to Case 1 of the
M construction.

If A+ can not be extended to a homomorphism from ¢ to
Ty, then there has to be at least one component p of ¢ w.r.t. V'
such that h* cannot be extended to a homomorphism from
qlv Up to Zp,. Case 2 of the M, construction then yields
(s Plvovarp)) € fola(L). Thus Condition 2 is satisfied.
Condition 3 can be proven analogously.

For Condition 4 let (g0, ho) € f2M4(L), Vo C var(q),

n -
and go be a homomorphism from ¢qly;, to Iiw ¢ that extends
hg. We have to show that for some component pg of gy w.r.t.
. M

Vo there is <p07 gO|Voﬁvar(po)) € foutd'

Let us assume (o, ho) was added to (L) because of
Case 3 in the construction of M. This implies that there is
1. a concept abstraction L: A abstracts L:q(Z) in O,

2. anon-empty V' C var(q),

3. acomponent p of g w.r.t. V,

4. and a homomorphism g from ¢|yy U E,, to Z;, that cannot
be extended to a homomorphism from ¢|y U p to Zp,

such that p|y> = qé and 9|VmVar(E,,) = hé.

By our assumption ran(gg) C AZ:” . The definition of
M, implies that gé is also a homomorphism from ¢|y, to
TZ1. Point 4 from above yields that there has to be a com-
ponent pg of gg w.r.t. V such that we cannot extend gé toa
homomorphism from ¢y, U pg to Zy,.

These are exactly the conditions required for Case 2
in the construction of M,. Thus by Case 2 we have
(Po, 9ol vervar(po)) € f(f\ftd, as required. If (go, ho) was added

to f)*(L) because of Case 6 then the proof is analogous.l:I

Now we are ready to prove that all these M ; are contained
in the final set of mosaics our algorithm arrives at. Formally
we prove this by doing an induction on the number of itera-
tions in our mosaic removal subroutine.

Lemma 14. Let n be the number of iterations of our algo-
rithm. For everyi < n: {My|d € AT} C M.

Proof. For i = 0, this follows from Lemma 13.

For i > 0, choose any My € M; with d € A and set
M = M,.

Letd € ATY withd' € ATt and d’ ¢ (3R.B)*L for
any A C; dR.B € O. We have to show that there is a
mosaic M’ € M;, an element ¢/ € BTt , and an edge
candidate E such that R(d',e’) € E.

From the definition of M, it follows that d'* € (3R.C)%t
and because Z is a model there must be an element e € AZ-
such that e € BT and (d¥,e) € RT:. We choose M,

as M’ and use ¢ to denote the ¢/ € AT"* with e = e.
Now we construct an edge candidate E' for My and M, that
contains R(d’, ¢):

E={R(d,¢)|d € ATL" ¢ € ATL"  and
,eY) e Lforany L € Ap an €
dV et e RT: f LeApandReR

What remains to show is that E satisfies all edge candi-
date conditions. Conditions 1 to 2’ and 4 to 5’ follow di-
rectly from Z being a model and the construction of Mg,
M, and E.

For Condition 3 consider an L € A, a pair (go, ho) €

Ma(L) where gy = Eg W qolyz with Vo = dom(ho),
_ Me

and a function gy from V, N var(E,,) to AZL® such that

R(ho(x),90(y)) € E for all R(x,y) € E4. We need to

show that (goly7, go) € fi]ye (L).

There are six cases in the construction of M concerning
ff ¢ and M. For the following proof we only consider the
first three, that is, the ones for concept abstractions. Extend-
ing the proof to consider all six cases is, however, trivial as
Case 4 behaves analogously to Case 1 and likewise for Cases
2 and 5, and 3 and 6.

If (o, ho) was added to f2% (L) because of Case 1, then



1. qo is a component of ¢ w.r.t. some non-empty V' C var(q)
for some concept abstraction L':A abstracts L:q(Z) in
0

2. hé = h|vAvar(qy) for some homomorphism / from g|y to
Iy;

3. h can be extended to a homomorphism h* from ¢ to 7y ;

4. Vo =V nvar(qo).

Point 3 and the construction of My imply that ran(h*) C

M,

{d" | & € AT"} and thus by the definition of M, and

refinement functions we cannot extend i U gé to a homo-

morphism from ¢|y U go to Z, as this would make the el-
ements in ran(gé ) part of two L-ensembles. By definition
ran(go) C AZL" and as such Case 3 of M construction

yields (qiv, gO‘Vﬁvar(E’qO))f fin . Point 1 and Point 4 im-

ply that Vo Nvar(E,) C V Nvar(E,,) and since the left

side of the subset relation is exactly the domain of gy we
can simplify the previous expression to (qo|y-, go) € flﬂ/le

Again we can use Point 4 to arrive at the desired result of

(907> 90) € fin'.

If (qo, ho) was added to f2 (L) because of Case 2, then

1. qo is a component of ¢ w.r.t. some non-empty V' C var(q)
for some concept abstraction L':A abstracts L:q(Z) in
0;

2. hé = h|vAvar(qy) for some homomorphism / from |y to
Ir;

3. Vo =V nvar(qo).

This time Case 2 of M, construction itself already implies
that we cannot extend h (and the same must hold true for
h U gé) to a homomorphism from ¢|y U g to Zy,. By def-
inition ran(gg) C AT and as such Case 3 of M, con-
struction yields (qoli7, gol7) € f)'e. We can apply the
same reasoning as for Case 1 of M, construction to arrive
at (qoly7, 90) € fMe as required.

Condition 3’ of edge candidates can be proven in an anal-
ogous way and consequently F is an edge candidate for M,
and M.. That M, € M, follows from the induction hypoth-
esis and thus M, is good in M, for all d € AZ. a

By our initial assumtion there is at least one element d €
AZr forall L € A, and also an element dy € COILO. We
can now use Lemma 14 to imply that M, € M™ for all
these domain element and thus the conditions for our algo-
rithm to return ‘satisfiable’ are met.

C.3 Running Time

Since the domain of a mosaic has a maximum of ||O||/I€ll

poly(11O11) .. .
elements, there are at most 22" different mosaics.

Consequently the length of the constructed sequence
Mo, My,... is also bounded by 22""°"" " Checking
goodness of mosaics requires us to compute answers to CQs.
Doing this in a brute force way results in checking at most

ol oy (11011) . -
[|joj|1et e 92 candidates for homomorphisms

from a CQ into a mosaic (for a fixed answer). In summary,
. . . oly (1101 1)
the running time of our algorithm is at most 22" .

D Proofs for Section 5.1

We provide the detailed proof of Theorem 3, which we re-
peat here for the reader’s convenience.

Theorem 3. Satisfiability in ALC**[ra] is 2EXPTIME-hard.

Let O, Ay, g be the input for simple CQ evaluation. We
construct an ALC?*[ra] ontology O’ with three abstraction
levels Ly < Lo < Lg such that Ag is L;-satisfiable w.r.t. O’
iff O, Ao b& q.

We may assume w.l.o.g. that the ALCZ-ontology O is in
normal form, meaning that every Cl in it is of the form

An---NA,CBU---UB,, o ACC
where A;, B;, A are concept names and C' ranges over con-
cepts of the form 3R.B, VR.B, or B with R a (potentially
inverse) role and B a concept name. It is routine to show
that every ALCZ-ontology O can be converted in polyno-
mial time into an ALCZ-ontology @’ in this form that is a
conservative extension of O.

We next shko that CIs of the form A C Vr~.B can be
removed. Let O be obtained from O by replacing every such
CI with

TCBUB, BCVr.A andAC -4

where B and A are fresh concept names. It is routine to
prove the following.

Lemma 15. O, A ):qiﬁ‘@,A Eq.

Proof. We prove this by showing that O is a conser-
vative extension of O. Point 1 of conservative extensions
is straightforward as sig(O0) = sig(O) U{B,A | A C
Vr—.B € O}. For Point 2 consider a model Z of O and
domain element d € AT with A C Vr—.B € O. The three
CIs we added when replacing A T Vr~.B imply that there
isno e € AT with both e € (—B)? and (e, d) € r. Thus
d € (Vr~.D)% and consequently Z is a model of O.

For the third point we construct a model Zs of O given a
model Z; of O as follows:

AT = AT
ATz = AT for all A € sig(O)NC
A7 —{d|de AT\ A%} forall ACVr—.B € O
B ={d|de A"\ B®}forall ACYr—.B€O
rf2 = 71 for all r € sig(O) NR

We are left arguing that Z is a model of 0.

It is easy to see that the extensions of concept and role
names from sig(QO) coincide in the two interpretations and

hence the Cls that simply got copied from O to O are all
still satisfied. Let A and B be the concept names used in
one replacement step fora CI A C Vr—.B € O. It is clear

by the construction of A" and B that the CIs T C B U
B, and A C —A are satisfied.

7



For B C Vr.A, we argue by contradiction. Assume there
isade B ee (=A)*2, and (d, e) € r. By the construc-

tion of A°* we know e € A%z, Hence in the original model
there are now d € (—B)%1, e € ATt and (e, d) € r%1. This
contradicts the assumption that Z; is a model, since the CI
A C Vr~.B € O is now no longer satisfied. |

We may thus assume that O contains no CIs of the form
A C Vr~.B. We now convert O into an ALC-ontology
O arzc. Introduce a fresh role name 7 for every role name r
used in O. Then start from O, replace every CI A C 3r—.B
with A C 37.B, and add 37. A C B for every C1 A C Vr.B
in 0.2 Clearly, representing an inverse role 7~ with a fresh
role name r is problematic from the perspective of the CQ q.
We now assemble the ALC™[ral-ontology O’. On
level L, we want a model of O 4.¢ and thus include C Cp,,
D for all C C D in O 4rc. The interpretation on level Lo
is a copy of that on level L1, but we add an r-edge for every
7 -edge. This is achieved by adding the role abstractions

Lo:r abstracts Ly:r(x,y) and Lo:r abstracts L1:7(y, x).

We also need to copy the concept names but do not want
to use concept abstractions. We thus introduce a fresh role
name 74 for every concept name A and put A =, Ira. T
fori € {1,2} and
Lo:r 4 abstracts Ly:ra(z,y)

for all concept names A in O 4.¢. Let g(Z, z) be obtained
from ¢ by dequantifying all variables and adding the atom
T(z) for a fresh variable z. Furthermore, let r; be a fresh
role name and add the following statements to O':

Ls:rq abstracts L1:q(Z, z)
HTQ.T EL3 1
This concludes the construction of @’ and now we will

prove that we can use it to reduce from the complement of
the simple CQ evaluation problem.

Lemma 16. O, Ag V£ q iff Ay is Ly -satisfiable w.r.t. O'.

To prepare for the proof of Lemma 16, we first establish
an auxiliary lemma. For interpretations Z, 7, we write Z C
J if 7 can be found in 7, that is, if the following conditions
are satisfied:

AT C AV,
AT C A7 forall concept names A, and
rZ C 77 for all role names .

Similarly, for a signature 3. we use Zx. to denote the restric-

tion of Z to the concept and role names in Y. Let O’~ be the

fragment of @’ in which all statements have been removed

that refer to level L3. Then we have the following.

Lemma 17.

1. If T is a model of O, then there is a model J of O'~ such
that Jp, s = T with ¥ = sig(O);

2. If J is a model of O'~, then there is a model T of O such
thatT C Jr,.

21t is not important to achieve normal form here.

Proof. “Point 1”. Let Z be a model of @. We construct
J = (=,JLy»TL,, p) as follows:

ATt = AT

ATt = AT forall A € sig(O)NC
r7 = {(d,d) |d e AT} forall A € sig(O) N C
I =t forall r € sig(O)NR

7 = {(e,d) | (d,e) € rT} forall r € sig(O) NR

We let J1,, be an isomorphic copy of J1,, and let p map each
domain element in AJ%2 to its isomorphic copy in AJz1,
Now we prove that 7 is a model of O'~.

Let us first consider the labeled Cls in Jr,. All the Cls
that didn’t change going from O to O 4 ¢ are still satisfied.
For each CI of the form A C 3r~.B in O, we introduced a
CI ACp, 3r.Bin O'". Itis trivial to verify that our new
Cl is satisfied by the construction of 7721,

For each CI of the form A C Vr.B in O, we added a CI
3r.A Cp, Bto O'~. Assume we have a domain element
d € (3Fr.A)7%1. Our construction of 771 then implies that
there is an e € A7%1 with (e, d) € r7%1. Now we can again
use the construction of 7 to jump back to the model Z and
obtain e € (Vr.B)? and d € BZ. Thus also d € B7%1, as
required.

The rest of the labeled CIs are all of the form A =,
Jre. T and it is clear that they are satisfied by our construc-
tion. Since J,, is an isomorphic copy we can argue for the
L>-CIs in exactly the same way. Again Jr, being an iso-
morphic copy and the way we defined p makes it easy to see
that the two types of role abstractions are satisfied as well.
Note that we already defined 7 to point in the inverse direc-
tion of r for any two domain elements that are connected by
r. Looking at the construction it is straightforward to see
that 7y, |z = Z with ¥ = sig(O).

“Point 2”. Let J be a model of O'~. We construct Z as
follows:

AT = {d | d € A7" and d is in the extension of
a concept or role name in Jr,, }

AT = AT forall A € sig(O)NC
rf =r7tiu{(d,e) | (e,d) € 71}
forall r € sig(O) NR

All the CIs in O that do not contain any universal or exis-
tential restriction are obviously still satisfied since we copied
them to @’. Same for CIs of the form A C 3r.B. Since O
is normalized we then only need to consider CIs of the form
ACVr.Band AC 3Ir—.B.

Consider a CI of the form A C 3r—.B € @ and d € AZL.
Since thereisaCI A C 37.B € @’ and d € A7~1 thereis an
e € BJt1 with (d,e) € 7721 and thus by our construction
of Z also (e, d) € r which satisfies the mentioned CI.

On the other hand let there be a C1 A C Vr.B € O,
d € AT and (d,e) € 77 an edge such that (e, d) € 771, By
our construction d € A7%1 and therefore e € (37.A4)7¢1.
The CI 37.A T, B € O’ then gives us e € B7%1 and
consequently e € BZ. Thus Z is a model of O.

To show Z C Jp, we construct an isomorphic copy Z’



of Z with I/ C Jr, that is by nature still a model of O.
We do this by replacing each domain element d € A (im-
plies d € AJr1) with its abstraction, that is, the e € AJr2
with p(e) = d. This works because the role abstractions
Lo:r abstracts Lq(r(z,y)) force p to be such a one to one
mapping for all domain elements in the extension of a role
name or concept name (concept names because of the Cls
A=p, JraT).

Now, obviously, AZ C A7Zz. The only interesting case
for the subset relation between all the concept and role name
extensions are the roles we added with {(d,e) | (e,d) €
771}, Let (d,e) € rT be such a role. The construction
of rZ" implies that (p(e), p(d)) € 7771 and with the role
abstraction Lo:r abstracts L1:7(y,x) € O’ we get (d,e) €
rJt2, Thus 7' C Jr,. Q

Now Lemma 16 is a direct consequence of Lemma 17 and
the statements in 0" \ O'~.

E Proofs for Section 5.2

Our aim is to prove Theorem 4. We again repeat the theorem
for the reader’s convenience.

Theorem 4. Sarisfiability in ALC*®[ca] is 2EXPTIME-
hard.

Recall that ALCY™ is ALC with a single role name s that
must be interpreted as a reflexive and symmetric relation.
We reduce simple CQ evaluation in ALC¥™.

Let O be an ALC®™ ontology, Ao a concept name,
and ¢ a Boolean CQ such that it is to be decided whether
0, Ay £ q. We assume w.l.o.g. that O is in negation nor-
mal form (NNF), that is, negation is only applied to concept
names, but not to compound concepts. For an ALC¥™ con-
cept C we use C' to denote the result of converting —=C' to
NNE. With cl(O) we denote the smallest set that contains all
concepts used in O (possibly inside a CQ) and is closed un-
der subconcepts and under ~. Let ds.C, ..., 3s.C,, be all
concepts in cl(O) that quantify existentially over s.

Let Cy = Ay M (E° U E'). We construct (in polynomial
time) an ALC[ca] ontology O’ such that O, Ay = ¢ iff Cy
is L-satisfiable w.r.t. O’. In 0’, we represent the role name
s by the composition r~; r where r is a normal (neither re-
flexive nor symmetric) role name. We use all concept names
from sig(Q) as well as

* a concept name A¢ for every C' € cl(O);

* concept names EC, E' that represent endpoints of sym-
metric edges;

* concept names N forall i € {0,1} and j € {0,...,n}
where j denotes the number of s-children of the current
node (in a tree-shaped model),

« concept names M;” for all i € {0,1},j € {1,...,n},
and k € {1,...,;} that represent midpoints of the com-
position r~; 7;

* auxiliary role names 7" an u.

W.l.o.g. we assume that Ay € sub(O). For every concept
C € cl(O), O contains CIs that axiomatize the semantics

Figure 4: Example of the symmetric structure of r between end-
points (E"). Inside the dotted line is an L-ensemble for the case of
three children (NY).

of the corresponding concept names A¢:

Ap =1 B forall Bec(O)NC (1)
Az =1 ~Ac for all C' € cl(O) ()
Acnp =1 Ac M Ap foralCMDecO) @3)
Acup =1 Ac U Ap foralCUD € cl(O) @)
AcCp Ap forall CC D e O. 5)

At endpoints of symmetric edges, we guess the num-
ber of children and introduce corresponding midpoints and
endpoints. Note that each midpoint has two r-successor
endpoints and we will later merge one of them with the
r-predecessor. For all i € {0,1}, j € {1,...,n}, and
ke {l,...,j} we add the following CIs to O":

E'Cp N u---UN! (6)

NiCp |_| .M (7
1<k<j

M7 Ep 3r.E° N3B! (8)

For an existential restriction 3s.C, there has to be a child
that satisfies C' or the element itself satisfies C' (reflexivity).
Similarly, if we have a universal restriction Vs.C' then C is
satisfied in all children and the element itself. For all 7 €
{0,1} and j € {0, ...,n} we add the following CIs to O":

Az, cNN!Cp Ac U UL VR (M7 —
1<k<j

VT‘.(El_i — Ac)) 9
Avs.c EL Ac (10)
HT.AVS_C EL VT‘.AC (11)

For utility purposes (because CQs in abstractions have to
be connected), we connect successive midpoints with the u-
role. Forall: € {0,1},7 € {2,...,n},andk € {1,...,j—
1} we add the following CI to O’:

M7 Cp Ju. M, (12)
Now we construct the concept abstractions that will “cre-
ate” L-ensembles as depicted in Figure 4. First, we add
concept abstractions such that the CQ in it matches onto
L-ensembles consisting of one N ; element and the j cor-
responding 7-successors (midpoints). For all ¢ € {0,1},
je{l,...;n},and k € {1,...,j} we add the following



concept abstraction to O’:

LT abstracts L:N; () A /\
1<k<j

P(wo, xr) A My (x5)

13)

Intuitively for a midpoint M, ” we want the r-successor sat-
isfying E* to match back onto the 7-predecessor also sat-
isfying E*. For this purpose, the CQs in the concept ab-
stractions below contain for each midpoint an r-edge from
the midpoint to the mentioned endpoint. As the concept ab-
stractions below match onto the same L-ensembles as the
ones above and partial overlaps are forbidden by the refine-
ment function semantics, we achieve the desired structure.

Foreachi € {0,1} and j € {1,...,n} we add the fol-
lowing j concept abstractions to O':

L':T abstracts L:E*(z) A r(x1, 20)A
N\ M7 (k) Aulan, wpgn) A ML (241)

1<k<j

L':T abstracts L:E*(z0) A (2, 20)A

N\ My (k) Auln, mrg) A ML (zeg1) (14)
1<k<j

Let ¢ be obtained from ¢ by first replacing every concept
atom C'(z) € ¢ with Ax(x), then adding D(z) with D =
E° U E! for every variable = € var(q), and lastly replacing
every role atom s(x,y) € ¢ with r(z,z) A r(z,y), where z
is a fresh variable. Now we add a concept abstraction that
checks whether the query matches into level L:

L':1 abstracts L:q (15)

This concludes the construction of @’ and now we will
prove that we can use it to reduce from the complement of
the simple CQ evaluation problem.

Lemma 18. O, A £ q iff Cy is L-satisfiable w.r.t. O'.

We split the proof of Lemma 18 into a soundness part
“if”” direction) and a completeness part (“only if” direction).

E.1 Soundness

Assume that O, Ag [~ ¢. Then there exists a model Z of
O with AT # () and Z |~ q. Using a standard unraveling
construction, we can obtain from Z a tree-shaped interpre-
tation J with Ag # () and J £ q, see for example (Lutz
2008). Here, an interpretation Z (of ALC™™) is tree-shaped
if the undirected graph Gz = (V, E) with V = AZ and
E = {{d,e} | (d,e) € sTandd # e} is a tree. We may
choose an element as the root and then speak about children
and parents.

We may thus assume that 7 itself is tree-shaped. By
adding subtrees, we may easily achieve thatif d € (35.C;)Z,
then there is a child e of d such that d € Cz-Z , that is, existen-
tial restrictions are always satisfied in children in the tree-
shaped Z. By dropping subtrees, we may then additionally
achieve that the outdegree of every node is bounded by n.

We have to construct an A-interpretation J = (Ao/, <

(JL)Lea..,, p) that is a model of O’ and such that C/*
o P 0

0.

In the following, we construct a sequence J°, J!,...
of A-interpretations and obtain the desired model 7 in the
limit. Let vy € AZ be the root of Z. We start with defining
\70 = ('<7 (jB)LGonpO):

ATE = {ve}

AT = {vo} forall A € cl(O)N C with vy € AT
(Ac)7E = {vo} forall C € cl(O) with vy € CT
(B)7E = {vo}

AJi = {d'} with d’ being a fresh domain element

To construct 7+ = (<, (T ) Leaw, p'™!) from J*
we start with 7T = 7% Now we construct a structure
similar to Figure 4. Let d € AJL with d € E* for some
i € {0,1} butd ¢ N} forall i € {0, 1}and j € {0,...,n}.
Let Q = eq,...,e, be the children of d in Z. We d0 the
following (dlSJOint) operations for all such d :

e adddto (NI )72;
e foralll € {1,...,m} we

— add a fresh domain element ¢; to A7 L s

— add e; to (E'=1)7%,

— add ¢; to A for all A € cl(O) N C with ¢; € AZ,

— add ¢; to A¢ for all C € cl(O) with ¢; € CF,

— add a fresh domain element v; to A7 L ,

— add v; to (Mli’j)Ji,

- add (d,v) to 77z,

— add (v}, d) to r7%,

— add (v, ¢;) to r7% and

- add (v;—1,v;) to ultL if | > 2;
e if m > 0, then
add a fresh element d’ to A7 Li/, and
add (d, vy, ...,v;) to pi (d).
Note that m < n is always true because of how we defined
tree-shapedness for Z above. As announced, we take [J to
be the limit of the constructed sequence of 7%, J1,....

What remains to show is that 7 is a model of O’ and that
Cy is satisfied on L. We do this step by step starting with the
basic condition that 7 is an A-interpretation. Subsequently,

we will show that Cj is satisfied on L and that all statements
in O are satisfied.

Lemma 19. J = (Ag/,
interpretation.

<, (JL)LeAy  p) is an A-

Proof. To prove the lemma we go through the three con-
ditions of A-interpretations.

* we only have two abstraction levels with L < L’. Conse-
quently (A7, {(L',L) | L < L'}) is obviously a tree;

* by definition, A L AJL are non-empty and thus the same
holds for A7t and AL’



* whenever we add a tuple to the range of p in the con-
struction of 7, the elements in it are one endpoint e and a
number of fresh midpoints. In the same construction step,
we add e to N/ for some i € {1,2} and j € {1,...,n}
which implies that we will never consider it again in an-
other step of constructing 7. Thus there is always at most
one d € AT such that e occurs in pz,(d).

Now we are ready to prove the following lemma which
establishes the soundness of the reduction.

Lemma20. 7 = (Ao, <, (JL)LeA,, ) is amodel of O
and C§™ # 0.

Proof. We use the fact that J is indeed an A-
interpretation as proven in the previous lemma. First, we
prove the second part of the claim. Since we assumed
that COI # (), the construction of J;, implies the desired
CJr #0.

Now we show that 7 is a model of (O'. We prove below
that the CIs and CA of (9) to (11) and (15) are satisfied in
J . For all other statements it is trivial to verify that they are
satisfied since it follows directly from the construction of 7.

For (9) let us assume d € (A5, ¢ I N;)jL for some i €
{0,1} and j € {1,...,n}. Then by the definition of 7, we
have d € (3s.C)%. The tree-shapedness, as defined above,
implies that there is a child e of d in Z such that e € CZ. The
construction of 7 then lets us obtain a midpoint v € AJL
with (d,v) € 7%, (v,e) € 17t and e € Ac and thus (9) is
satisfied.

For (10) let us assume d € (Ays.c)”%. By definition of
J we have d € (Avs.c)? and because Z is a model of O
the construction of 7 immediately implies d € A and thus
(10) is satisfied.

For (11) let us assume d € Jr.(AVs.C')7L. By the con-
struction of 7, this can only be the case for a midpoint, that
is forall e € AJ with (d, €) € 7= and e € Ays.c we have
e € AT and thus e € (Vs.C)Z. The construction then also
implies that for all ¢/ € A7~ with (d,e’) € 7t we have
(e,e’) € sT (and (¢/,e) € sT). Now we can use that Z is a
model to obtain ¢’ € CT and thus ¢’ € (A¢)7~, as required.

For (15) we argue by contradiction. Assume that there
is a homomorphism % from G to Jr.. We show that hlyar(q)
is a homomorphism from ¢ to Z contradicting our original
assumtion that Z [~ q. Consider any C'(z) € ¢. By def-
inition of g we have Ac(z) € gand (E° U E')(x) € q.
Consequently h maps = to an endpoint e = h(z) in Jg,
with e € AgL and the construction of 77, then implies that
ec Cr.

Consider any s(x,y) € ¢. By definition of g, we have
r(z,x) € gand r(z,y) € ¢ with z a variable not occurring in
q. Furthermore, z and y are again mapped to endpoints like
in the concept atom case. The construction of 77, then im-
plies that either h(x) is a child of h(y) or the inverse is true
in Z. Thus (h(z), h(y)) € s and (h(y), h(x)) € sT which
proves that h|var(q) is a homomorphism from ¢ to Z and con-
sequently leading to a contradiction since we assumed that
T} q.

a

E.2 Completeness
Assume that Cy is L-satisfiable w.r.t. O’ and let J =
(Ao, <, (J1)LeA,, » p) be amodel of O with C5'™ # (.
We need to construct a model Z of O such that AZ # () and
T q.
We define 7 as follows:
AT ={d|de A7 andd € (E° U EY)7t}
st ={(d,d)|de (E°LUEY)r} U
{(d,d") | d,d" € (E°UFE')7t ande € ATL}
with (e,d) € r7 and (e,d’) € 77}
AT = A7  forall A €sig(O)NC

What remains to show is that Z is a model of O, A% £,
and Z [~ q. To prove this we first prove an intermediary
lemma which intuitively says that the A satisfied at the
endpoints in J coincide with the concepts C' satisfied by
the corresponding element in Z.

Lemma 21. For every element d € (E° U EY)t and
ALCY™ concept C € cl(O) we have d € (Ac)7t iff
deC*

Proof. To prove the “if” direction of the lemma, we do an
induction on C.

 If C = B, then (1) and the definition of Z give us d € BZ.

e If C = —B, then (2) and the definition of Z give us d €
(-B)*.

s IfC = DND’, then (3) implies d € (Ap HAD/%JL. Now
we can apply the IH twice to get d € (D 1 D')*.

« If C = DUD’, then (4) impliesd € (ApUAp/)7=. Now
we can apply the TH twice to getd € (D LI D’)%.

e If C' = Js.D, then we use multiple CIs and concept ab-
stractions for our reasoning. Firstly, d € N 7’ for some
i €{0,1} and j € {0,...,n} because of (6). Next, we
consider (9). If j = 0,thend € Ap and by the IHd € DT
and thus d € (3s.D)Z, as required. If j > 0, then (7) re-
sults in j (at least one) 7-successors of d that satisfy M,
forall k € {1,...,j}.

Let M = {e | (d,e) € 77= ande € M,” for some k €
{1,...,7}} be the set of those r-successors. Point (8)
tells us that each e € M has two r-successors, one that
satisfies E% and one that satisfies ' ~*. For the next step,
we are specifically interested in the E'~% successor in
conjunction with (9).

Point (9) together with the previous part of the proof im-
ply that from d there is a 7;  path via one element v € M
to an element e € (Ap M E1=%)72_If we apply the IH on
e we get e € DZ. What remains to show is that there is
also an r edge pointing from v to d.

The concept abstractions in (13) make d and all the
v € M an L-ensemble e. In particular, v is
part of €. Point (12) implies that there is a chain
{(U17'U2), ey (vj_l,vj)} - uJL such that v € M;’j
foralll € {1,...,j}. Point (14) takes this chain together
with one r-successor that satisfies £ and makes it an L-

ensemble €. It is easy to see that € and € must overlap



partially and the semantics of refinement functions then
implies that they overlap fully, that is, € = &’. Thus the
elements in M are connected by a chain of u-edges.

Now consider the following concept abstraction of
Point (14).

L':T abstracts L:E* () A r(xk, o)A

N\ M (@) Aulan, zg) A M (40)
1<i<j

This forces another L-ensemble €” into existence. In this
ensemble, v has an r-successor that satisfies F". Again
it is straightforward to see that &, € and &” partially over-
lap and must therefore be equal. This implies that the
r-successor of v is d. We have now shown that there is
an 7~ ;7 path from d via v to e and e € DT, Thus by the
definition of Z, we have d € (3s.D)Z, as required.

o If C = Vs.D, then first let us consider d itself. By (10)
we have d € (Ap)7~ and with the IH we obtain d € DZ.
Otherwise let e € AT be an element with ¢ # d and
(d,e) € sT. We have to show that e € DZ. The definition
of Z implies that e € (E?)7~ for some i € {0, 1} and that
there is a v € A7% with (v,d) € r7% and (v,e) € r7L.
This v then has to satisfy Jr.Ays. p and due to (11) we
then have e € (Ap)7L. Now we can use the IH to obtain
e € DT and thus d € (Vs.D)Z, as required.

“only if”. We argue by contrapositive. If d & (A¢c)Y*, then
d € (Ag)7" by (2). We can now apply the ‘<=’ direction to

getd € 61, and thus d ¢ CZ. a

Now proving that Z is a model of O is very straightfor-
ward. Let d € C7 for any d € AT. We have to show that
d € DT forall CIs C C D € O. Lemma 21 implies that
d € (Ac)7t. Point (5) in the construction of O implies
d € (Ap)7t and now we can again apply Lemma 21 to
obtain d € DZ. Thus 7 is a model of O.

By assumption Cy’ # () and thus there is a dy € (Ag M
(E°U EY))JL. The construction of Z then implies dy € CZ.

Lastly, we have to show that Z [~ ¢q. We prove this by
contradiction. Assume that there is a homomorphism h from
q to Z. We want to show that we can extend h to also be
a homomorphism from ¢ to Jr which would make 7 no
longer a model of O’ because of (15).

First, consider h as a partial homomorphism from ¢ to J7,.
Let C(x) € ¢ be a concept atom. There are two cases. If
C = Ap for some D(x) € ¢ then h(x) € C7* because of
Lemma 21. Otherwise C' = E° LU E' and then h(z) € CJt
simply by the construction of Z. What remains to show is
that all role atoms in g are satisfied.

Let r(z,z) € ¢ be arole atom. The definition of ¢ implies
that there is a second role atom 7(z,y) in ¢ and that s(z, y)
or s(y,x) € q. The two cases are analogous so let us assume
w.lo.g. that s(z,y) € g. Since the construction of s is
defined in such a way that (h(x), h(y)) € s if and only if
there is an e € AL with (e, h(z)) € 77t and (e, h(y)) €
rJt we can simply extend h by h(z) = e and now we have
(h(2), h(x)) € rIt, as required. Thus [J;, = ¢ which leads
to a contradiction since (15) would now imply that 7 is not
a model of O'.

F Proofs for Section 6.2

We prove Proposition 1 and complete the proof of Theo-
rem 6, starting with the former.

Proposition 1. For every ALCZ-concept C, abstraction
level L, and ALCHTI*®[cr,rr]-ontology O: C is L-
satisfiable w.r.t. O iff C is L-satisfiable w.r.t. O under the

repetition-free semantics.

Proof. Assume that Cj is Lo-satisfiable w.r.t. @. Then

there is a model Z = (Ao, <, (ZL)Leas,p) of O with

C’g“’ # (). Assume that for some Li,Ly, € Ap and

do € ATt we have py,(dg) = d with d = dy - - - d,, such
that an element ey occurs in positions 41, .. ., i, of d with
m > 2.

We construct a model I/ = (Zo, <, (Z})reas, ') of
O with €%z # () such that ey no longer occurs multiple
times in p7_(do) (in fact, it does not occur at all anymore).
Leteq,...,e,, be fresh domain elements. We define an A-
interpretation Z' = (Ao, <, (Z})Lea, p’) that differs from
T only in 77, and p'. To start, set

ATt = ATes {e1,...,em}.

Forevery d € A%tz putd' = dif d € AZe2 and d' = e if
d ¢ ATt2, Then define

AT = {de ATt | d e ATe)
7T = {(d,e) € ATtz x AT | (dT,eT) € rTe2)

for all concept names A and role names 7 and define p’ like
p except that p’(dp) is obtained from p(dy) by replacing the
occurrence of e in position 7; with e;, for 1 < j < m.
Clearly, CTt # () implies CZt # () and 7' satisfies all
role inclusions in O since Z does. Moreover, it is easy to
show the following by induction on the structure of C":

Claim. For all ALCZ-concepts C and d € ATs: g e Crs
iff ' € C%re.

It follows that 7 also satisfies all concept inclusion in O. We
next show that it also satisfies all concept and role refine-
ments, and thus is a model of O.

Let ¢(Z) be a CQ such that O contains a concept refine-

ment Lo:q(Z) refines L;:C. Further assume that d’ € Co,
Then d’ € CZz1 by the claim and thus p(d’) is defined and
the function h that satisfies h(Z) = p(d’) is a homomor-
phism from ¢ to Zy,,. By definition of p’ and the claim, the
function A’ that satisies ' (Z) = p/(d’) is a homomorphism
from ¢ to Z7 . The case of role refinements is similar.

By applying this construction multiple times, we eventu-
ally arrive at a repetition-free model of O, as desired. a

We next present the remaining details of the proof of The-
orem 6 which we repeat here for the reader’s convenience.

Theorem 6. Under the repetition-free semantics, satisfiabil-
ity is undecidable in ALC**[ca], ALC*™[ra), £L£"[rr, ca),
and € L[t ra).

Recall that we want to construct an ontology O and
choose a concept name S and abstraction level L such that



S'is L-satisfiable w.r.t. O iff M does not halt on the empty
tape. A part of O has already been given in the main part of
the paper. We proceed with the construction of O.

We first step up the initial configuration:

SCr Aqo nAg |_|Bﬁ)
B_, Cp Vt.(Apn B.,)
Transitions are again indicated by marker concepts:
AyMA, Cp Ve.By o' M
forallg € @ and o € I" such that §(¢q,0) = (¢/, o', M). We
implement transitions as follows:
Byom EL A Ft.Bgor EL Ag Bgor B Vi.Aq
forallg € Q,0 € I',and M € {L, R}.
We next mark cells that are not under the head:
A, Cp, VEHC Jt.A,Cr, H,
H_Cp VtH_ FH,Cp, H.,

for all ¢ € Q. We can now say that cells that are not under
the head do not change:

(H_.UH.)MA, Cp, Vei. A,

foralloc € T'and i € {1, 2}. State, content of tape, and head
position must be unique:

Aq I Aql EL” 1 A,MA. EL,L 1
(H<_|_|H_,)|_|Aq ELn 1
forall ¢,¢ € Q and 0,0’ € T with q # ¢’ and o # o’.

Since we reduce from the complement of the halting prob-
lem, we do not want the halting state to be reached:

A, Cp L
This concludes the construction of O.

Lemma 22. S is L-satisfiable w.r.t. O iff M does not halt
on the empty tape.

Proof. “if”. Assume that M does not halt on the empty
tape. We use |w| to denote the length of a word w € ¥* and
construct an A-interpretation Z as follows:

ATt = {eit; |4, € N}
ST = {coto}
AgL ={at; | K; = wqw’ and |w| = j}
AZL = {c;it; | Ki =00 - 0kqok+1 - - - 0y and either
o=ojorj>lando =0}
BTt = {cot; | j € N}
Bf,fg/’M = {eity | Ki—1 = wgow',
d(g,0) = (¢, 0", M)}
HIt = {citj | K; = wqw' and j < |wl}
HZIt = {citj | K; = wquw' and j > |w|}
t' = {(eity, citjr) | 4,5 € N}
o = {(eitj, civaty) | i, § € N}
forallg € Q,0 € T',and M € {L, R}.
For Z;, we simply define a singleton domain A%z’ = {d}

and no concept extensions; p we leave undefined for all ele-
ments. It is straightforward to verify that 7 is a model of O,

w| = j and

and thus S is L-satisfiable w.r.t. O.

“only if”. Assume that S is L-satisfiable w.r.t. O and let
7 be a model of O with SZz = (). We identify a grid in Z,
in the form of a mapping 7 : N x N — AZ~ such that for all
i,j € NxN, (n(i, 5),n(i+1,7)) € & and (n (i, j), 7 (i, j+
1)) € ¢*£. We construct such a  in several steps:

* Start with choosing some d € ST- and set 7(0,0) = d.

» Complete the diagonal. If 7(¢,4) is defined and 7 (i +
1,7 + 1) undefined, then choose d,e € AZL such that
(m(i,),d) € t7- and (d, ) € I and set (i +1,i) = d
and (i 4+ 1,i+ 1) =e.

* Add grid cells in the upwards direction. If 7(i,4), 7(i +
1,1),7(i + 1,4 + 1) are defined and m(¢,i + 1) is un-
defined, then choose d € AZL such that (7(i,i),d) €
cft and set w(i + 1,i) = d. We have to argue that
(m(i + 1,i),7(i + 1,i + 1)) € tT£. There is some
e € ATt with (7(i + 1,i),e) € tZ. The elements
w(i,1),m(i+1,4),w(i,i+1),m(i+1,i+1),e) cannot all
be distinct because then the first concept abstraction in O
applies, meaning that Z cannot be a model of O. Thus at
least two out of these five elements have to be identical;
then, the first concept abstraction does not apply since we
work under the repetition-free semantics. The additional
concept abstraction in O, however, rules out any identifi-
cations except that of (i + 1,7+ 1) and e. Consequently,
(m(i+1,i), (i + 1,i + 1)) € 7 as required.

* Add grid cells in the downwards direction. Analogous to
the upwards case.

We can now read off the computation of M on the empty
tape from the grid in a straightforward way, using the con-
cept names A, for the tape content and A, for the state and
head position. Since Af’f = (), the computation is non-
terminating. a

G Proofs for Section 6.3

We complete the proof of Theorem 7 which we repeat here
for the reader’s convenience.

Theorem 7. Under the DAG semantics, satisfiability is un-
decidable in ALC?™[ca,cr] and £ L [ca, cr, 1.

Recall that we want to construct an ontology O and
choose a concept name S and abstraction level L such that
S is L-satisfiable w.r.t. O iff M does not halt on the empty
tape. A part of O has already been given in the main body
of the paper. The construction of O is completed by adding
the concept inclusions presented in Appendix F.

Lemma 23. S is L-satisfiable w.r.t. O iff M does not halt
on the empty tape.

Proof. “if”. Assume that M does not halt on the empty



tape. We construct an A-interpretation Z as follows:
L ={¢t; |i,5 € N}
AfF = {cot; | j € N}
A%L — AL
§* = {eoto}
Alr = {city | Ki = wqu' and |w| = j}
Alr ={citj | Ki= 00 0kqopsr -
oc=ojorj>lando =0}
BIt = {cpt; | j € N}
Bf/L,a/,M = {eit; | Ki—1 = wgow',
8(q,0) = (¢',0', M)}
HZt = {citj | K; = wquw' and j < |w|}
HIt = {cit; | K; = wqw’ and j > |w]|}
X" = {citj | imod 2 =0and j mod 2 = 0}
X7" = {c;it; | imod 2 = 0 and j mod 2 = 1}
X3" = {citj | imod 2 =1and j mod 2 = 0}
X" ={cit; |imod 2 = 1and j mod 2 = 1}
t7 = {(eit eitj) | 4,5 € N}
v = {(eitj, civaty) | 4,5 € N}
forallg € Q,0 € I',and M € {L, R}.
We use é;» to denote a 4-tuple é} = citj - citjpr - Cipaty -
Cit1tj+1 with ¢;,t; € ATE and i,j € N. We define four

sets of 4-tuples that represent the answers to the four CQs in
the abstractions:

le{é;- | i mod 2 =0and j mod 2 =0}
Q2 ={&} | imod 2 =0and j mod 2 = 1}
Q3 ={€ | imod 2 =1and j mod 2 = 0}
Q4:{é§ | imod2=1andjmod2=1}
Now we define the Zp, forall k € {1,...,4}:
ATt = {d} | & € Qi}
Utte — AZry
Next we add €’ to pz(d}) forall k € {1,...,4} and d} €

A%t 1t is straightforward to verify that Z is a model of O,
and thus S is L-satisfiable w.r.t. O.

“only if”. Assume that S is L-satisfiable w.r.t. O and let
7 be a model of O with ST& = (). We identify a grid in Z,
in the form of a mapping 7 : N x N — AZZ such that for all
i,j € NxN, (w(i, j), w(i+1,)) € % and (w (i, j), (i, j+
1)) € ¢T=. We construct such a 7 in several steps:

oy and either

= j and

* Start with choosing some d € ST~ and set 7(0,0) = d.

* Complete the bottom horizontal. If 7(0, §) is defined and
7(0,7 + 1) undefined, then choose d € AT~ such that
(7(0,7),d) € t¥* and set 7(0,j + 1) = d.

» Complete the verticals. If 7 (4, j) is defined and 7r(z 1,7
undefined, then choose d € A%z such that (d, 7(i,5)) €
cft and set (i + 1, 5) = d.

* Complete all horizontals. Now we have to argue that we
can find horizontals such that the verticals and horizontals
form a grid.

For this purpose, we do an induction for all 7 > 0 proving
that (m(i, j), w(i, j + 1)) € t7* and either 7 (4, j) € X}
and 7(i,j + 1) € X}t forany k € {1,3} or m(i,j) €
X= and 7(i,j + 1) € X7=, forany k € {2,4}.

For 7 = 0 this follows from the bottom horizontal we
completed and the CIs S C X, X7 C Ve X3 MVt Xo,
and XQ E VC.X4 1 VtXl

Now let us argue for ¢ > 0. By the IH we have
(m(i — 1,5),7(i — 1,5 + 1)) € t'£. We can com-
plete the two vertical edges as defined above to obtain
(m(i — 1, ), 7(i, ) € cT* and (w(i — 1,j + 1), x(i, j +
1)) € cft. Now it is straightforward to prove that by the
IH and the CIs concerning the X} that one of the CQs
qr with k € {1,2,3,4} as defined in Figure 3 can be
matched onto 7 (i, j)w(i,j+ 1)mw(i — 1,5)m(i — 1,5+ 1).
The abstraction for g; followed by the refinement for U;
then imply (7 (4, 5), (i, j + 1)) € tZ£, as required.

We can now read off the computation of M on the empty

tape from the grid in a straightforward way, using the con-

cept names A, for the tape content and A, for the state and
head position. Since Aff = (), the computation is non-

terminating.
a

H Proofs for Section 6.4

We complete the proof of Theorem 8 which we repeat here
for the reader’s convenience.

Theorem 8. In the extension with quantified vari-
ables, satisfiability is undecidable in ALC*[ca.cr] and
EL[ca, cr, 1.

Recall that we want to construct an ontology O and
choose a concept name S and abstraction level L such that
S is L-satisfiable w.r.t. O iff M does not halt on the empty
tape. We generate an infinite ¢-path with outgoing infinite
c-paths from every node:

S Cp Jt.A, Ay Cp 3t A
At EL HC.AC Ac EL HC.AC.

We next form a grid by using quantified variables in a
concept abstraction and refinement as mentioned in the main
part of the paper:

L1:U; abstracts L:q
L:g N t(xs3,x4) refines Ly: Uy where

q = Fx13xo c(x1,x3) A t(21,22) A (X2, 24).

We complete the construction of O by adding the CIs pre-
sented in Appendix F which simulate the Turing Machine
behaviour.

The correctness is captured by the following lemma which
can be proved analogously to Lemma 23. In fact, the proof is
an even simpler version because we only have two abstrac-
tion levels instead of five.



Lemma 24. S is L-satisfiable w.r.t. O iff M does not halt
on the empty tape.
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