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Abstract

We study (i) uniform interpolation for TBoxes that are
formulated in the lightweight description logic EL and
(ii) EL-approximations of TBoxes formulated in more
expressive languages. In both cases, we give model-
theoretic characterizations based on simulations and
cartesian products, and we develop algorithms that de-
cide whether interpolants and approximants exist. We
present a uniform approach to both problems, based
on a novel amorphous automaton model called EL au-
tomata (EA). Using EAs, we also establish a simpler
proof of the known result that conservative extensions
of EL-TBoxes can be decided in EXPTIME.

1 Introduction
Formal ontologies provide a conceptual model of a domain
of interest by describing the vocabulary of that domain in
terms of a logical language, such as a description logic (DL).
To cater for different applications and uses of ontologies,
DLs and other ontology languages vary significantly regard-
ing expressive power and computational complexity (Baader
et al. 2003). For example, lightweight DLs such as the
OWL2 profile OWL2EL and its underlying core logic EL
are relatively inexpressive, focussing mainly on conjunction
and existential quantification, but admit PTIME reasoning.
In contrast, expressive DLs such as OWL2DL, ALC, and
SHIQ are equipped with all Boolean operators and existen-
tial as well as universal quantification, and may additionally
include a variety of other features; consequently, the com-
plexity of reasoning is between EXPTIME and 2NEXPTIME.

When an ontology is used for a new purpose, it is often
desirable or even unavoidable to customize the ontology in
a suitable way. In this paper, we look at two rather com-
mon such customizations: (i) restricting the signature (set of
vocabulary items) that is covered by the ontology and (ii) re-
stricting the logical language that the ontology is formulated
in.

The basic operation for restricting the signature of an on-
tology is uniform interpolation, also called forgetting and
variable elimination (Reiter and Lin 1994; Lang, Liberatore,
and Marquis 2003; Eiter et al. 2006; Konev, Walther, and
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Wolter 2009; Kontchakov, Wolter, and Zakharyaschev 2010;
Wang et al. 2010a). Specifically, uniform interpolation is the
problem of constructing, given a TBox T and a signature Σ,
a new ontology T ′ that uses only symbols from Σ and has
the same logical consequences as T as far as the signature
Σ is concerned. In other words, T ′ is obtained from T by
forgetting all non-Σ-symbols. We then call T ′ a uniform
Σ-interpolant of T . There are various applications of uni-
form interpolation, of which we mention three. Ontology
reuse. When reusing an existing ontology in a new appli-
cation, then typically only a small number of the symbols is
relevant. Instead of reusing the whole ontology, one can thus
use the potentially much smaller ontology that results from
forgetting the extraneous symbols. Predicate hiding. When
an ontology is to be published, but some part of it has to
be concealed from the public, then this part can be removed
by forgetting the symbols that belong to it (Grau and Motik
2010). Ontology summary. The result of forgetting often
provides a smaller and more focussed ontology that sum-
marizes what the original ontology says about the retained
symbols, potentially facilitating ontology comprehension.

The basic operation for restricting the logical language of
an ontology is approximation: given an ontology T formu-
lated in some expressive DL L, construct a new ontology
T ′ in a less expressive DL L′ such that T ′ is logically en-
tailed by T and is most specific with this property, i.e., any
L′-ontology T ′′ entailed by T is also entailed by T ′. We
then call T ′ an L′-approximant of T . An introduction to
this type of semantic approximation is given in (Selman and
Kautz 1996). We mention two relevant applications of ap-
proximation. Ontology reuse. Approximation is required
when an ontology that is formulated in a DL L is reused
in an application which requires reasoning, but where rea-
soners for L are not available or not sufficiently efficient.
For example, if ontologies are used to access instance data,
then scalable query answering is currently only available for
lightweight DLs such as EL, but not for more expressive
ones such as ALC. Indeed, we show that the uniform in-
terpolants and approximants studied in this paper can both
be exploited for answering queries over instance data. On-
tology summary. The comprehension of an ontology may be
hindered not only by a too large vocabulary, but also by a too
complex and detailed modeling. To get to grips with under-
standing an ontology, it can thus be useful to approximate



it in a less expressive DL, in this way concealing all mod-
eling details that can only be expressed in more powerful
languages.

A general problem with both uniform interpolation and
approximation is that the result of these operations need not
be expressible in the desired language. For example, the
uniform Σ-interpolant of the EL-TBox

{A v ∃r.B,B v ∃r.B}

with Σ = {A, r} is not expressible as a (finite) EL-TBox,
and the EL-approximant of the ELU-TBox

{A v ∃r.(B1 tB2), B1 tB2 v ∃r.(B1 tB2)}

is not expressible as a (finite) EL-TBox either. Thus, when
working with uniform interpolation and approximation, a
fundamental task is to determine whether the desired result
exists in the first place.

In this paper, we concentrate on the description logic EL
and consider (i) uniform interpolants of EL-TBoxes and
(ii) EL-approximants of TBoxes formulated in more expres-
sive languages, with an emphasis on the extension ELU of
EL with disjunction. Our main aims are, on the one hand, to
provide semantic characterizations of uniform interpolants
and approximants, based on model-theoretic notions such
as (equi)simulations and products. On the other hand, we
develop algorithms for deciding the existence of uniform in-
terpolants and approximants and analyze the computational
complexity of these problems. While we do not directly
study the actual computation of uniform interpolants and ap-
proximants, we believe that the machinery developed in this
paper provides an important technical foundation also for
this task.

We use a uniform approach that allows us to decide the ex-
istence of both uniform interpolants and EL-approximants
and highlights the commonalities and differences between
uniform interpolation and approximation. Our main techni-
cal tool is a novel type of automaton, called EL automaton
(EA), which bears some similarity to the ‘amorphous’ au-
tomata models introduced in (Janin and Walukiewicz 1995;
Wilke 2001). In particular, EAs are tree automata in spirit,
but run directly on (not necessarily tree-shaped) DL inter-
pretations. In contrast to existing automata models, they
are tailored towards Horn-like logics and, in particular, EL-
TBoxes. Consequently, the languages that they accept are
closed under intersection and projection, but not under union
and complementation. While the expressive power of EAs
is only moderately larger than that of EL-TBoxes, we show
that it is always possible to express uniform interpolants of
EL-TBoxes and EL-approximants of classical ELU-TBoxes
as EAs (a classical TBox is a set of statements A ≡ C and
A v C; definitorial cycles are allowed). This enables us
to decompose the aforementioned existence problems into
two separate steps: first compute the desired uniform in-
terpolant or approximant, represented as an EA, and then
decide whether the EA accepts a language that can be de-
fined using an EL-TBox. Note that the latter step is a pure
EA problem and does not involve reference to uniform inter-
polation or approximation. Using this machinery, we show

that deciding the existence of uniform interpolants of EL-
TBoxes is EXPTIME-complete and deciding the existence of
EL-approximants of classical ELU-TBoxes is in 2EXPTIME
(and EXPTIME-hard). The precise complexity of the lat-
ter problem remains open. We also use EAs to give a new
and arguably simpler proof of the known result that deciding
conservative extensions of EL-TBoxes is in EXPTIME (Lutz
and Wolter 2010).

The existence problems considered in this paper are
known to be challenging. For the expressive DL ALC, a
number of results for uniform interpolation were obtained in
(Wang et al. 2009; 2010b), but the first correct algorithm for
deciding the existence of uniform interpolants for TBoxes
was only recently given in (Lutz and Wolter 2011). The
first paper concerned with uniform interpolation in EL is
(Konev, Walther, and Wolter 2009), but unlike the current
paper it considers only classical EL-TBoxes instead of gen-
eral ones, and it does not prove any decidability results for
the existence of uniform interpolants. A method for comput-
ing interpolants of general EL-TBoxes and deciding their
existence in EXPTIME was recently claimed in (Nikitina
2011), but while the approach is promising we found it dif-
ficult to fully verify the claimed results based on the cur-
rently available material. Approximation has been consid-
ered on the level of concepts in (Brandt, Küsters, and Turhan
2002). In contrast, no results appear to be known for decid-
ing the existence of approximants on the TBox level, with
the notable exception of DL-Lite (Botoeva, Calvanese, and
Rodriguez-Muro 2010). Instead, research has focussed on
heuristic (and incomplete) approaches to computing TBox
approximants, see for example (Pan and Thomas 2007;
Ren, Pan, and Zhao 2010). While the results for EL-
approximation of classical ELU-TBoxes obtained in this pa-
per may not seem too impressive on first sight, already this
restricted case requires intricate technical machinery and we
view it as an important first step towards sound and complete
TBox approximation beyond DL-Lite.

Most proofs are deferred to the long version of this paper
available at http://www.csc.liv.ac.uk/∼frank/publ/publ.html.

2 Preliminaries
Let NC and NR be countably infinite and mutually disjoint
sets of concept and role names. EL-concepts C are built
according to the rule

C := A | > | ⊥ | C uD | ∃r.C

where A ranges over NC, r over NR, and C,D over EL-
concepts.1 An EL-concept inclusion (CI) is an expression
C v D with C,D EL-concepts, and a (general) EL-TBox
is a finite set of EL-CIs. In some cases, we drop the finite-
ness condition on TBoxes and then explicitly speak of infi-
nite TBoxes.

The semantics of EL is given by interpretations I =
(∆I , ·I), where the domain ∆I is a non-empty set and ·I
is an interpretation function that maps each concept name

1Note that EL is sometimes defined without “⊥”. The results
in this paper are independent of whether or not ⊥ is present.



A to a subset AI of ∆I and each role name r to a binary
relation rI over ∆I . We extend ·I as follows:

>I := ∆I ⊥I := ∅
(C uD)I := CI ∩DI

(∃r.C)I := {d ∈ ∆I | ∃e ∈ CI : (d, e) ∈ rI}

An interpretation I satisfies a CI C v D, written
I |= C v D, if CI ⊆ DI ; I is a model of a TBox T if
I satisfies all CIs in T . We use mod(T ) to denote the class
of all models of T and write T |= C v D if every model
of T satisfies C v D and T |= T ′ if T |= C v D for all
C v D ∈ T ′.

A signature is a set Σ ⊆ NC ∪ NR of concept and role
names, which we uniformly call symbols in this context. The
signature sig(C) of a concept C is the set of symbols that
occur in C, and likewise for sig(C v D) and sig(T ) for
CIs C v D and TBoxes T . An ELΣ-concept is an EL-
concept C with sig(C) ⊆ Σ and likewise for ELΣ-CIs and
ELΣ-TBoxes.

We sometimes use TBoxes formulated in more expressive
logics than EL, including full first-order logic (FO). More
specifically, an FO-TBox is a finite set of FO sentences us-
ing unary predicates from NC and binary predicates from NR

(plus equality), and without any function symbols or con-
stants. It is well-known that any EL-TBox can be viewed as
an FO-TBox, and the same is true for many other DLs such
as ELU andALC (see (Baader et al. 2003) for more details).

The definitions of our main notions, uniform interpola-
tion and approximation, which are given in the two subse-
quent sections, both rely on the logical consequences of a
TBox. In the case of uniform interpolation, there is an em-
phasis on the signature in which such consequences are for-
mulated while approximation emphasises the logic in which
they are formulated. We treat these different aspects in a
uniform way based on the notions of ELΣ-entailment and
ELΣ-inseparability. Let Σ be a signature. An FO-TBox T
ELΣ-entails an FO-TBox T ′ if for all ELΣ-CIs C v D,
T ′ |= C v D implies T |= C v D. Note that when
Σ = NC ∪ NR and T ′ is an EL-TBox, then T ELΣ-
entails T ′ if and only if T |= T ′. Two FO-TBoxes T and
T ′ are ELΣ-inseparable, written T1 ≡ELΣ T2, if T ELΣ-
entails T ′ and vice versa. If T and T ′ are EL-TBoxes and
Σ = NC ∪ NR, then T1 and T2 are logically equivalent if
they are ELΣ-inseparable. In all these notations, we drop Σ
when Σ = NC ∪ NR.

3 Uniform Interpolation and Conservative
Extensions

We introduce uniform interpolation and conservative exten-
sions and establish semantic characterisations based on a
certain kind of simulation between interpretations.

Definition 1. For EL-TBoxes T and T ′, we say that

• T is a uniform ELΣ-interpolant of T ′ if sig(T ) ⊆ Σ ⊆
sig(T ′), T ′ |= T , and T ELΣ-entails T ′;

• T ′ is an EL-conservative extension of T if T ⊆ T ′ and
T ELΣ-entails T ′ for Σ = sig(T ).

Both notions can be characterized using ELΣ-inseparability:
it is not hard to verify that an ELΣ-TBox T is a uniform
ELΣ-interpolant of an EL-TBox T ′ if and only if T ≡ELΣ
T ′, and T ′ is an EL-conservative extension of T if and only
if T ⊆ T ′ and T ≡ELΣ T ′. Also note that uniform ELΣ-
interpolants are unique up to logical equivalence, when they
exist.

Forgetting is dual to uniform interpolation in the fol-
lowing sense: a TBox T ′ is the result of forgetting about
a signature Σ in a TBox T if T ′ is a uniform sig(T ) \
Σ-interpolant of T . Therefore, the results presented in
this paper for uniform interpolation also apply to forget-
ting. For more information, see e.g. (Wang et al. 2010b;
Lutz and Wolter 2011).

As an example, consider the following TBox T1:

Patient u ∃finding.MajorFinding v InPatient

Finding u ∃status.PotentiallyLethal v MajorFinding

MajorFinding v Finding

For Σ = sig(T1) \ {MajorFinding}, a uniform ELΣ-
interpolant of T1 (equivalently: the result of forgetting
MajorFinding) consists of the single CI

Patient u ∃finding.(Finding u ∃status.PotentiallyLethal)

v InPatient.

As another example, consider the TBox

T2 = {A v ∃r.B,B v ∃r.B}

mentioned in the introduction and let Σ = {A, r}. It can be
shown that the infinite TBox T ′ = {A v ∃rn.> | n ≥ 1}
satisfies T2 ≡ELΣ T ′ and thus, except for its infinity, qual-
ifies as a uniform ELΣ-interpolant of T2. However, uni-
form interpolants are required to be finite TBoxes and, in
this case, it can be proved that there is no (finite) uniform
ELΣ-interpolant of T2 (see appendix of the long version of
this paper).

Note that uniform ELΣ-interpolants are weaker than uni-
form ALCΣ-interpolants as studied in (Lutz and Wolter
2011), even when the original TBox T is formulated in EL.
The reason is that ALCΣ-interpolants are required to pre-
serve all ALC-consequences of T formulated in Σ, instead
of all EL-consequences. In fact, we show in the appendix
of the long version that there is an EL-TBox that has a uni-
form ELΣ-interpolant, but no uniformALCΣ-interpolant. It
follows that the results and algorithms in (Lutz and Wolter
2011) do not apply to the framework studied in this paper.

We have defined uniform interpolants based on subsump-
tion. To illustrate their utility beyond subsumption, we show
that they can be used for instance query answering. DL in-
stance data is represented by an ABox, which is a finite set
of assertions of the form A(a) and r(a, b) where A ∈ NC,
r ∈ NR, and a, b are individual names. An instance query
takes the form C(a), where C is an EL-concept and a an
individual name; we speak of a Σ-instance query when C
is an ELΣ-concept and write A, T |= C(a) if every model
of A and T satisfies C(a), see e.g. (Baader et al. 2003)
for more details. Instance query answering is the problem



to decide, given an ABox A, TBox T , and instance query
C(a), whether A, T |= C(a). The following result, proved
in (Lutz and Wolter 2010) in terms of ELΣ-inseparability,
demonstrates the utility of uniform interpolants for instance
query answering: when only a few of the symbols in a
TBox T are relevant for instance query answering, then T
can be replaced with a potentially much smaller uniform in-
terpolant.
Theorem 2. For any EL-TBox T , signature Σ, and ELΣ-
TBox T ′, T ′ is a uniform ELΣ-interpolant of T iff for all
Σ-ABoxes A and Σ-instance queries C(a), A, T |= C(a)
iff A, T ′ |= C(a).
For the announced semantic characterization, we introduce
simulations. A pointed interpretation is a pair (I, d) with I
an interpretation and d ∈ ∆I .
Definition 3. Let Σ be a signature and (I1, d1), (I2, d2)
be pointed interpretations. A relation S ⊆ ∆I1 × ∆I2

is a Σ-simulation between (I1, d1) and (I2, d2), written
S : (I1, d1) ≤Σ (I2, d2), if (d1, d2) ∈ S and the following
conditions hold:
(base) for all A ∈ Σ ∩ NC and (e1, e2) ∈ S, if e1 ∈ AI1

then e2 ∈ AI2 ;
(forth) for all r ∈ Σ∩NR, (e1, e2) ∈ S, and (e1, e

′
1) ∈ rI1 ,

there is an (e2, e
′
2) ∈ rI2 with (e′1, e

′
2) ∈ S.

If such an S exists, then we write (I1, d1) ≤Σ (I2, d2).
We say that (I1, d1) and (I2, d2) are Σ-equisimilar if
(I1, d1) ≤Σ (I2, d2) and (I2, d2) ≤Σ (I1, d1), written
(I1, d1) ≈Σ (I2, d2).
There is a close relationship between (equi)simulations and
the truth of EL-concepts in pointed interpretations, see (Lutz
and Wolter 2010). To make this precise, we say that (I1, d1)
and (I2, d2) are ELΣ-equivalent, written (I1, d1) ≡ELΣ

(I2, d2), if for all ELΣ-concepts C, we have d1 ∈ CI1

iff d2 ∈ CI2 . An interpretation I has finite outdegree if
{d′ | (d, d′) ∈

⋃
r∈NR

rI} is finite, for all d ∈ ∆I .

Lemma 4. For all pointed interpretations (I1, d1),
(I2, d2) and signatures Σ, (I1, d1) ≈Σ (I2, d2) implies
(I1, d1) ≡ELΣ (I2, d2). The converse holds if I1, I2 are of
finite outdegree.
Now for the semantic characterizations. For a class C of in-
terpretations and a signature Σ, we use clΣ≈(C) to denote the
closure under global Σ-equisimulations of C, i.e., the class
of all interpretations I such that for all d ∈ ∆I , there is a
J ∈ C and a d′ ∈ ∆J such that (I, d) ≈Σ (J , d′). When
Σ = NC ∪ NR, we simply write cl≈(C) instead of clΣ≈(C).
It was shown in (Lutz, Piro, and Wolter 2011) that for each
EL-TBox T , mod(T ) is closed under global equisimula-
tions.
Theorem 5. Let T , T ′ be EL-TBoxes and Σ a signature.

1. T ELΣ-entails T ′ iff mod(T ) ⊆ clΣ≈(mod(T ′));
2. Let T ⊆ T ′. Then T ′ is an EL-conservative extension

of T iff mod(T ) ⊆ clΣ≈(mod(T ′)) for Σ = sig(T );
3. Let sig(T ) ⊆ Σ ⊆ sig(T ′). Then T is a uniform ELΣ-

interpolant of T ′ iff mod(T ) = clΣ≈(mod(T ′)).

Proof. (Sketch) The challenging part is to establish Point 1.
Once this is done, Points 2 and 3 follow by definition of con-
servative extensions/uniform interpolants and by Lemma 4.
In the proof of Point 1, the “⇐” direction essentially con-
sists of an application of Lemma 4: assume mod(T ) ⊆
clΣ≈(mod(T ′)) and T ′ |= C v D with sig(C), sig(D) ⊆ Σ,
and to the contrary of what is to be shown, T 6|= C v D;
then there is an I ∈ mod(T ) with d ∈ CI \ DI and we
have I ∈ clΣ≈(mod(T ′)), which yields a model J of T ′
and a d′ ∈ ∆J with (I, d) ≈Σ (J , d′); by (the first part
of) Lemma 4, d′ ∈ CJ \DJ in contradiction to J being a
model of T ′. The “⇒” direction can be proved applying (the
second part of) Lemma 4, but only for interpretations I of
finite outdegree. To obtain“⇒” in its full generality, we rely
on automata-theoretic result obtained later on. The proof is
given in Section 7. o

4 TBox Approximation
We introduce TBox approximation and establish a semantic
characterization based on global equisimulations and prod-
ucts of interpretations. The characterization is rather general
and applies to the EL-approximation of FO-TBoxes.
Definition 6. Let T be an EL-TBox and T ′ an FO-TBox.
Then T is an EL-approximant of T ′ if T ′ |= T and for any
EL-TBox T ′′ with T ′ |= T ′′, we have T |= T ′′.
It is easy to verify that an EL-TBox T is an EL-approximant
of an FO-TBox T ′ if and only if T ≡EL T ′. Also, EL-
approximants of an FO-TBox are unique up to logical equiv-
alence, if they exist. Note the similarity to the remark after
Definition 1.

When establishing algorithms and complexity results for
approximation, we will have a much more modest aim than
the approximation of full FO-TBoxes. Specifically, we will
consider the approximation of classical ELU-TBoxes by
general EL-TBoxes. Here, ELU is the extension of EL with
the union constructor t whose semantics is (C t D)I =
CI ∪ DI , and a classical TBox is a finite set of ELU-CIs
of the form A v C or A ≡ C where A is a concept name
and left-hand sides of CIs are unique within the TBox. Sub-
sumption is EXPTIME-complete in the presence of classical
ELU-TBoxes while it is PTIME-complete for general EL-
TBoxes, thus approximation pays off in terms of computa-
tional complexity. As an example, consider the ELU-TBox
T that consists of

Node v Left t Right

Left v ∃succ.(Left t Right)

Right v ∃succ.(Left t Right)

The infinite TBox

T ′ = {X v ∃succn.> | X ∈ {Node, Left,Right}, n ≥ 0}
satisfies T ≡EL T ′ and thus qualifies as an EL-approximant
except for its infinity. However, EL-approximants need to
be finite and it can be proved that there is no finite EL-TBox
with T ≡EL T ′, thus no EL-approximant. If we add Left v
Node and Right v Node to T , then an EL-approximant
consists of these two CIs plus Node v ∃succ.Node.



Note that it makes sense to approximate classical ELU-
TBoxes by general EL-TBoxes rather than classical ones.
For example, the EL-approximant of

{A ≡ (B1 tB2) u (B′1 tB′2)}

consists of the CIs Bi u B′j v A, i, j ∈ {1, 2}, whereas its
approximation as a classical EL-TBox is empty.

Just like uniform ELΣ-interpolants, EL-approximations
of classical ELU-TBoxes are useful for answering queries
over instance data. In particular, answering instance queries
in the presence of classical ELU-TBoxes is CONP-complete
regarding data complexity while it is in PTIME for EL-
TBoxes and thus it is possible to achieve tractability by re-
placing a classical ELU-TBox with its EL-approximation.
Interestingly, such a replacement is optimal in the follow-
ing sense: for a TBox T , we say that answering instance
queries w.r.t. T is in PTIME if for every instance queryC(a),
there is a polytime algorithm that, given an ABoxA, decides
whetherA, T |= C(a) (see (Lutz and Wolter 2012) for more
information on this non-uniform view of data complexity);
then, the EL-approximation of an ELU-TBox T is the most
specific TBox among all general ELU-TBoxes T ′ that are
entailed by T such that answering instance queries w.r.t. T ′
is in PTIME. By the results in (Lutz and Wolter 2012), the
same is true for the more general conjunctive queries.

Theorem 7. Let T be a (general) ELU-TBox and T ′ the
EL-approximant of T . If T ′′ is a (general) ELU-TBox with
T |= T ′′ and answering instance queries w.r.t. T ′′ is in
PTIME, then T ′ |= T ′′ (unless PTIME=CONP).

To give a semantic characterization of EL-approximants, we
need the product operation on interpretations, as used in an
EL context in (Lutz, Piro, and Wolter 2011). Given a fam-
ily of interpretations (Ii)i∈I , the product I =

∏
i∈I Ii is

defined as follows: the domain ∆I consists of all functions
f : I →

⋃
i∈I ∆Ii with f(i) ∈ ∆Ii for all i ∈ I and all

symbols A ∈ NC and r ∈ NR are interpreted as follows:

• f ∈ AI iff f(i) ∈ AIi , for all i ∈ I
• (f, g) ∈ rI iff (f(i), g(i)) ∈ rIi , for all i ∈ I .

The connection between EL-concepts and products follows.

Lemma 8. For all EL-concepts C, families of interpreta-
tions (Ii)i∈I , and f ∈ ∆Πi∈IIi , we have f ∈ CΠi∈IIi iff
f(i) ∈ CIi for all i ∈ I .

Now for the semantic characterization of approximants. For
a class C of interpretations, we use clΠ(C) to denote the clo-
sure under products of C, i.e., the class of all interpretations
I such that I =

∏
i∈I Ii for some (potentially infinite) fam-

ily of interpretations (Ii)i∈I contained in C. We use C�finout

to denote the restriction of C to interpretations of finite out-
degree. It was shown in (Lutz, Piro, and Wolter 2011) that
for each EL-TBox T , mod(T ) is closed under products.

Theorem 9. Let T be an FO-TBox and T ′ an EL-TBox
with T |= T ′. Then T ′ is an EL-approximant of T iff
mod(T ′)�finout = cl≈(clΠ(mod(T )))�finout.

The central ingredient to the proof of Theorem 9 is the fol-
lowing result.
Lemma 10. Let T be an EL-TBox. The following are equiv-
alent for any interpretation I of finite outdegree:

1. I |= C v D, for all EL-CIs C v D with T |= C v D;
2. I ∈ cl≈(clΠ(mod(T ))).
Proof. We prove that Point 2 implies Point 1 and defer the
other direction, which is more involved, to the long version.
Assume that I ∈ cl≈(clΠ(mod(T ))), but d ∈ CI \DI for
some d ∈ ∆I and EL-CI C v D with T |= C v D. Take
a family (Ii)i∈I of models of T and an f ∈ ∆

∏
i∈I Ii such

that (I, d) ≈ (
∏
i∈I Ii, f). By Lemma 4, f ∈ C

∏
i∈I Ii \

D
∏

i∈I Ii and by Lemma 8, there is an i ∈ I with f(i) ∈
CIi \DIi in contradiction to Ii being a model of T . o

To show that Theorem 9 is a consequence of Lemma 10, one
uses the well-known fact that whenever T ′ 6|= C v D for
an EL-TBox T ′, then there is an I ∈ mod(T ′)�finout with
CI \ DI 6= ∅. It remains open whether Theorem 9 holds
without the restriction to finite outdegree.

5 EL automata
We introduce EL automata as a novel automaton model and
establish some central properties. Like the automata intro-
duced in (Janin and Walukiewicz 1995; Wilke 2001), an EL
automaton A runs directly on interpretations. As we will
see, EL automata share many crucial properties with EL-
TBoxes. Yet, they are strictly more expressive and we will
prove that, in a sense to be made precise later, uniform ELΣ-
interpolants of EL-TBoxes and EL-approximants of classi-
cal ELU-TBoxes can always be represented by a (finite!)
EL automaton. As illustrated by the examples in Sections 3
and 4, this is not the case for EL-TBoxes.
Definition 11. An EL automaton (EA) is a tuple A =
(Q,P,ΣN ,ΣE , δ), where Q is a finite set of bottom up
states, P is a finite set of top down states, ΣN ⊆ NC is the
finite node alphabet, ΣE ⊆ NR is the finite edge alphabet,
and δ is a set of transitions of the following form:

true → q p → p1

A → q p → 〈r〉p1

q1 ∧ · · · ∧ qn → q p → A
〈r〉q1 → q p → false

q → p

where q, q1, . . . , qn range over Q, p, p1 range over P , A
ranges over ΣN , and r ranges over ΣE .
The separation of states into bottom up states and top down
states is crucial for attaining some relevant properties of EL
automata, as discussed in more detail below.
Definition 12. Let I be an interpretation and A =
(Q,P,ΣN ,ΣE , δ) an EA. A run of A on I is a map ρ :
∆I → 2Q∪P such that for all d ∈ ∆I , we have:

1. if true→ q ∈ δ, then q ∈ ρ(d);
2. if A→ q ∈ δ and d ∈ AI , then q ∈ ρ(d);
3. if q1, . . . , qn ∈ ρ(d) and q1 ∧ · · · ∧ qn → q ∈ δ, then
q ∈ ρ(d);



4. if (d, e) ∈ rI , q1 ∈ ρ(e), and 〈r〉q1 → q ∈ δ, then
q ∈ ρ(d);

5. if q ∈ ρ(d) and q → p ∈ δ, then p ∈ ρ(d);
6. if p ∈ ρ(d) and p→ p1 ∈ δ, then p1 ∈ ρ(d);
7. if p ∈ ρ(d) and p → 〈r〉p1 ∈ δ, then there is an (d, e) ∈
rI with p1 ∈ ρ(e);

8. if p ∈ ρ(d) and p→ A ∈ δ, then d ∈ AI ;
9. if p→ false ∈ δ, then p /∈ ρ(d).
We use L(A) to denote the language accepted byA, i.e., the
set of interpretations I such that there is a run of A on I.
Note that EAs run on interpretations that interpret all sym-
bols in NC ∪ NR, not just those in ΣN ∪ ΣE . However, the
transition relation can only use symbols from the latter set.
Thus, the alphabets of an EA play the same role as a signa-
ture of an EL-TBox.

As an example, consider the following EA, which accepts
precisely those interpretations that satisfy the (non-EL) CI
A1 u ∃r∗.A2 v B, where r∗ is interpreted as the transitive
and reflexive closure of r (a property not expressible by an
EL-TBox):

Q = {qA1
, qA2

, q∧} P = {pB}
ΣN = {A,B} ΣE = {r, s}
δ = { A1 → qA1

A2 → qA2

〈r〉qA2 → qA2 qA1 ∧ qA2 → q∧
q∧ → pB pB → B }.

The above example shows that EAs are more expressive than
EL-TBoxes. Conversely, every EL-TBox is equivalent to
some EA. We say that an EAA is equivalent to a TBox T if
L(A) = mod(T ).
Proposition 13. Every EL-TBox T can be converted in
polynomial time into an equivalent EA AT .
To prove Proposition 13, let T be a TBox, sub(T ) the sub-
concepts of (concepts that occur in) T , and define

AT = (Q,P, sig(T ) ∩ NC, sig(T ) ∩ NR, δ)

where
• Q = {qC | C ∈ sub(T )}, P = {pC | C ∈ sub(T )};
• δ consists of the following transitions:

– true→ q> if > ∈ sub(T );
– A→ qA for all A ∈ sig(T ) ∩ NC;
– qC ∧ qD → qCuD;
– 〈r〉qC → q∃r.C for all ∃r.C ∈ sub(T );
– qC → pD for all C,D ∈ sub(T ) with T |= C v D;
– pA → A for all A ∈ sig(T ) ∩ NC;
– p∃r.C → 〈r〉pC for all ∃r.C ∈ sub(T );
– pC → pD for all C,D ∈ sub(T ) with T |= C v D;
– p⊥ → false if ⊥ ∈ sub(T ).

Note that AT can be constructed in polynomial time since
EL-subsumptions T |= C v D can be decided in
PTIME (Baader, Brandt, and Lutz 2005).
Lemma 14. L(AT ) = mod(T ).

Proof.(sketch) “⊇”. Let I ∈ mod(T ). Define ρ : ∆I →
2P∪Q by setting for d ∈ ∆I

ρ(d) = {qC , pC | d ∈ CI , C ∈ sub(T )}
One can show that ρ is a run ofAT on I. Hence I ∈ L(AT )
as required.

“⊆”. Let I ∈ L(AT ). It can be proved by induction on
the structure of C that for all EL-concepts C ∈ sub(T ), all
runs ρ and all d ∈ ∆I , we have
1. d ∈ CI implies qC ∈ ρ(d);
2. pC ∈ ρ(d) implies d ∈ CI .
Since AT has transitions qC → qD and qD → pD for each
C v D ∈ T , it follows that I satisfies T . o

We now analyze some basic properties of EL automata,
in particular the complexity of deciding emptiness and con-
tainment as well as closure properties of languages accepted
by a single EA and the class of languages accepted by EAs
in general.
Theorem 15. For EAs, emptiness can be decided in PTIME
and containment is EXPTIME-complete.
Proof. (sketch) The PTIME upper bound for EA emptiness
is proved by a straightforward reduction to unsatisfiability
of EL concepts w.r.t. general TBoxes (recall that, in this pa-
per, EL includes ⊥), which is in PTIME (Baader, Brandt,
and Lutz 2005); essentially, states are translated into concept
names and each transition gives rise to one CI. The lower
bound for containment is a consequence of the fact that de-
ciding EL-conservative extensions is EXPTIME-hard (Lutz
and Wolter 2010) and, by Theorem 28 proved later on, can
be reduced in polynomial time to containment of EAs. The
upper bound is obtained by a polytime translation of EAs
into alternating parity tree automata in the style of Wilke
for which containment is known to be in EXPTIME (Wilke
2001). o

We now turn to closure properties. An interpretation I is
the disjoint union of a (potentially infinite) family of inter-
pretations (Ii)i∈I with pairwise disjoint domains if ∆I =⋃
i∈I ∆Ii and XI =

⋃
i∈I X

Ii for all X ∈ NC ∪ NR. For
a class C of interpretations, we use cl∆(C) to denote the clo-
sure under disjoint unions of C, i.e., the class of all interpre-
tations I such that I is the disjoint union of a family of in-
terpretations (Ii)i∈I contained in C. It was shown in (Lutz,
Piro, and Wolter 2011) that an FO-TBox T is equivalent to
an EL-TBox if and only if mod(T ) is closed under global
equisimulations, products, and disjoint unions. We show
that EAs enjoy the same closure properties as EL-TBoxes.
Lemma 16. For every EA A, L(A) is closed under global
equisimulations, products, and disjoint unions.
Proof. cl∆(L(A)) ⊆ L(A). Let I be the disjoint union of
Ii ∈ L(A), i ∈ I , and let ρi be a run of A on Ii. Then
ρ =

⋃
i∈I ρi is a run of A on I. Hence I ∈ L(A).

clΠ(L(A)) ⊆ L(A). Let I be the product of Ii ∈ L(A),
i ∈ I , and let ρi be a run ofA on Ii. Define ρ :

∏
i∈I ∆Ii →

2Q∪P by setting for f ∈
∏
i∈I ∆Ii : ρ(f) =

⋂
i∈I ρ(f(i))

One can show that ρ is a run of A on I. Hence I ∈ L(A).
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Figure 1: I1 and I2 with mutual simulations

cl≈(L(A)) ⊆ L(A). Let I ∈ cl≈(L(A)). Take for every
d ∈ ∆I an Id ∈ L(A) and fd ∈ ∆Id such that (I, d) ≈
(Id, fd). Let J be the disjoint union of the Id, d ∈ ∆I .
Then J ∈ L(A), by Point 1. Let ρ1 be a run of A on J .
Define ρ2 by setting for d ∈ ∆I2 :

ρ2(d) = (Q∩
⋂

(I,d)≤(J ,d′)

ρ1(d′))∪(P ∩
⋃

(I,d)≥(J ,d′)

ρ1(d′))

One can show that ρ2 is a run of A on I. o

We conjecture that the operations of Lemma 16 characterize
languages L(A) of EAs A within MSO (monadic second-
order logic). An MSO-TBox is defined in the same way as
an FO-TBox with the exception that we admit second-order
quantifiers for sets.
Conjecture 17. For any MSO-TBox T , there exists an EA
A with mod(T ) = L(A) iff mod(T ) is closed under global
equisimulations, products, and disjoint unions.
Note that closure under global equisimulations fails when
we give up the separation of states into bottom-up and top-
down states. To see this, consider the following non-EA:

Q = {q, q′} P = {pB}
ΣN = {A,B} ΣE = {r}
δ = {A→ 〈r〉q, B → q′, q ∧ q′ → ⊥ }.

With the natural definition of runs, this EA would accept the
interpretation I1 on the left-hand side of Figure 1, but not
the interpretation I2 on the right-hand side. However, as
indicated by the dashed edges, I2 ∈ cl≈({I1}).

In passing, we also summarize some closure properties
of the class of languages that can be accepted with the new
automaton model.
Observation 18. The class of languages accepted by EAs
is closed under intersection. It is not closed under comple-
mentation and union.

6 From EL automata to EL-TBoxes
We start with making precise what it means for an EL
automaton to represent a uniform interpolant or an EL-
approximant. For an EA A, we write A |= C v D if every
I ∈ L(A) satisfies C v D. This allows us to speak about
ELΣ-entailment and ELΣ-inseparability between EAs and
TBoxes. For example, an EA A and a TBox T are ELΣ-
inseparable, in symbols A ≡ELΣ T , if A |= C v D iff
T |= C v D for all ELΣ inclusions C v D. We say that A
• represents the uniform ELΣ-interpolant of an EL-TBox T

ifA ≡ELΣ T and Σ = ΣN ∪ΣE is the signature ofA (see
the note after Definition 1);

• represents the EL-approximant of a classical ELU-TBox
T if A ≡EL T (see the note after Definition 6).

A main aim of this paper is to give decision procedures for
the existence of uniform interpolants and EL-approximants
(represented as a TBox). The approach is to construct an
EA A that represents the interpolant/approximant, and then
to decide for a suitable signature Σ whether there exists an
ELΣ-TBox T such that A ≡ELΣ T . In this section, we show
that the latter can be done in EXPTIME. In fact, we will
later construct the relevant EAs A such that the ‘suitable
signature’ Σ is simply the signature ofA. Our aim is thus to
prove the following.

Theorem 19. Given an EA A = (Q,P,ΣN ,ΣE , δ), it can
be decided in EXPTIME whether there is an ELΣ-TBox T
such that A ≡ELΣ T , where Σ = ΣN ∪ ΣE .

To prove Theorem 19, we proceed in two steps: first, we
characterize the non-existence of an ELΣ-TBox T with
A ≡ELΣ T in terms of the existence of certain interpreta-
tions, and then we show that the latter can be checked in
EXPTIME using alternating parity tree automata (APTAs) in
the form defined by Wilke (Wilke 2001). The technical tools
developed in this section can be regarded as ‘EL-analogues’
of the tools developed for deciding the existence of uniform
ALC-interpolants in (Lutz and Wolter 2011). All proofs are
deferred to the long version of this paper.

LetA = (Q,P,ΣN ,ΣE , δ) be an EA and Σ = ΣN ∪ΣE .
First observe that it is trivial to find an infinite TBox that is
ELΣ-inseparable from A, namely the set

TΣ(A) = {C v D | A |= C v D, C,D ELΣ-concepts}.

Candidates for finite TBoxes with the same property are pro-
vided by the following subsets of TΣ(A). The role depth
rd(C) of a concept C is the nesting depth of existential re-
strictions in C. For every m ≥ 0, we can fix a finite set
ELmf (Σ) of ELΣ-concepts D with rd(D) ≤ m such that ev-
ery ELΣ-concept C with rd(C) ≤ m is equivalent to some
D ∈ ELmf (Σ). Set

T mΣ (A) = {C v D | A |= C v D and C,D ∈ ELmf (Σ)}.

Obviously, the following are equivalent:

(a) no (finite!) ELΣ-TBox is ELΣ-inseparable from A;

(b) T mΣ (A) is not ELΣ-inseparable from A, for all m ≥ 0;

(c) for all m ≥ 0 there is a k > m s.t. T mΣ (A) 6|= T kΣ (A).

We now present the announced characterization of (a). An
interpretation I is a tree-interpretation if (∆I ,

⋃
r∈NR

rI)

is a (possibly infinite) tree and rI ∩ sI = ∅ for any two
distinct r, s ∈ NR. By ρI we denote the root of I. Note that
every EL-TBox T is determined by tree interpretations: if
T 6|= C v D, then there exists a tree interpretation I that
is a model of T such that ρI ∈ CI \ DI . For m ≥ 0, we
use I≤m to denote the restriction of I to those elements of
∆I that can be reached from ρI in at most m steps in the
graph (∆I ,

⋃
r∈NR

rI). For any d ∈ ∆I , I(d) denotes the
restriction of I to those elements of ∆I that can be reached
from d in the graph (∆I ,

⋃
r∈NR

rI).



The proof of the following result consists of an adap-
tation of the proof of Theorem 9 in (Lutz and Wolter
2011) and additionally requires the use and analysis of “m-
equisimulations”, which capture the expressive power of
EL-concept of role-depth ≤ m.
Theorem 20. Let A be an EA. For all m > 0, the following
conditions are equivalent:

1. There exists k > m such that T mΣ (A) 6|= T kΣ (A);
2. there exist two tree interpretations, I1 and I2, of finite

outdegree such that
• I≤m1 = I≤m2 ;
• I1 ∈ L(A);
• I2 6∈ L(A);
• I2(d) ∈ L(A), for all d such that (ρI2 , d) ∈ rI2 for

some r.
To provide the announced characterization of (a), we prove
that rather than testing Point 2 of Theorem 20 for all m, it
suffices to consider a single number m. Technically, this
is achieved by a pumping argument as in (Lutz and Wolter
2011). Since we are concerned with EL rather than with
ALC, we obtain a single exponential bound onm rather than
a double exponential one. The proof makes intensive use
of what we call canonical pre-runs of EAs, the automaton
counterpart of the well-known canonical models of an EL-
TBox (Lutz, Toman, and Wolter 2009).
Theorem 21. Let A = (Q,P,ΣN ,ΣE , δ) be an EA and
Σ = ΣN ∪ ΣE . There does not exist an ELΣ-TBox T
with A ≡ELΣ T iff Point 2 of Theorem 20 holds with m =

22|Q∪P | + 1.
We now turn to the second step in the proof of Theorem 19
and show that the characterization provided by Theorem 21
leads to an EXPTIME decision procedure with an APTA
emptiness check at its basis. We refer to the long version
of this paper for a precise definition of APTAs. Like EAs,
APTAs run directly on interpretations (actually, pointed in-
terpretations). The proof of the following result is an easy
adaptation of the proof of the corresponding theorem in
(Lutz and Wolter 2011).
Theorem 22. Let A = (Q,P,ΣN ,ΣE , δ) be an EA, Σ =
ΣN ∪ΣE , and m ≥ 0. Then there is an APTA AA,Σ,m with
state set Q and node and edge alphabets Σ′N and Σ′E such
that L(AA,Σ,m) 6= ∅ iff Point 2 of Theorem 20 is satisfied.
Moreover, |Q| ∈ O(n + log2m) and |Σ′N |, |Σ′E | ∈ O(n +
logm), where n = |Q ∪ P |.
The size ofAT ,Σ,m is polynomial in |Q∪P | and logarithmic
inm. By Theorem 21, we can usem = 22|Q∪P |+1, and thus
the size ofAT ,Σ,m is polynomial in |Q∪P |. As emptiness of
APTAs can be decided in EXPTIME, we obtain an EXPTIME
decision procedure for (a).

The above algorithm decides for a given EA A whether
there is an ELΣ-TBox that has the same ELΣ-CIs as con-
sequences as A, with Σ the signature of A. It is interesting
to note (and will be useful in the subsequent section) that
this is equivalent to the existence of an ELΣ-TBox T that is
equivalent toA in the sense that L(A) = mod(T ). This is a

consequence of Proposition 13 and the following, proved in
the appendix.

Proposition 23. For all EAs A1,A2 over the same alpha-
bets ΣN and ΣE , we have TΣ(A2) ⊆ TΣ(A1) iff L(A1) ⊆
L(A2) when Σ = ΣN ∪ ΣE .

7 Automata for Uniform Interpolants and
Conservative Extensions

We prove that deciding the existence of uniform ELΣ-
interpolants is EXPTIME-complete. We also show that, us-
ing EAs and bypassing the machinery in Section 6, conser-
vative extensions can be decided in EXPTIME. A matching
lower bound is known from (Lutz and Wolter 2010). We
first show that for every EL-TBox T and signature Σ, there
is an EA that represents the uniform ELΣ-interpolant of T .
In fact, the EA is even stronger than required at the begin-
ning of Section 6 as it accepts precisely the ‘right’ class of
models rather than only have the ‘right’ EL-consequences.

Theorem 24. Let T be an EL-TBox and Σ ⊆ sig(T ) a
signature. Then one can construct in polynomial time an EA
AT ,Σ = (Q,P,Σ ∩ NC,Σ ∩ NR, δ) with |Q ∪ P | ∈ O(|T |)
such that L(AT ,Σ) = clΣ≈(mod(T )).

More specifically, the automaton AT ,Σ for Theorem 24 can
be constructed as follows. Let AT = (Q,P,ΣN ,ΣE , δ) be
the automaton from the proof of Proposition 13. We have
Σ ⊆ ΣN ∪ ΣE . The Σ-restriction of AT is the automaton
(Q,P,Σ ∩ ΣN ,Σ ∩ ΣE , δ

′) where δ′ is obtained from δ by
dropping all transitions A→ q and p→ A with A /∈ Σ and
all transitions 〈r〉q1 → q and p → 〈r〉p1 with r /∈ Σ. Call
the resulting automaton AT ,Σ. By the following lemma, it
is as required for Theorem 24.

Lemma 25. L(AT ,Σ) = clΣ≈(mod(T )).

Proof.(sketch) “⊇”. By Lemma 16, it is sufficient to show
that mod(T ) ⊆ L(AT ,Σ). This can be done as in the proof
of Lemma 14.

“⊆”. Let I ∈ L(AT ,Σ) and ρ be a run of AT ,Σ on I.
We construct a model J of T such that for all d ∈ ∆I ,
(I, d) ≈Σ (J , d). Fix, for each D = ∃r.C ∈ sub(T ) with
r /∈ Σ and each d ∈ ∆I with pD ∈ ρ(d) a least tree model
JC,d of C and T , i.e., JC,d is a tree model of T with root
d ∈ CJC,d and for all models J of T and all e ∈ CJ , we
have (JC,d, d) ≤ (J , e). Moreover, let JD,d be obtained
from JC,d by adding d as a fresh root which has an r-edge
into the root of JC,d.

Assume w.l.o.g. that the domains of all chosen models
are pairwise disjoint, and that each model JD,d shares with
I only the domain element d. Let Γ be the set of all models
JD,d chosen. Now let J be the (non-disjoint) union of I
and all interpretations in Γ. In the long version, we carefully
analyze J to show that it is a model of T and, as intended,
(I, d) ≈Σ (J , e) for e = d. o

We are now able to deliver our promise and prove the “⇒”
direction of Point 1 of Theorem 5 without the restriction
to interpretations of finite outdegree. To this end, assume



that T Σ-entails T ′ and let I be a model of T . By defini-
tion, TΣ(AT ′,Σ) ⊆ TΣ(AT ,Σ). Hence, by Proposition 23,
L(AT ,Σ) ⊆ L(AT ′,Σ). Summing up, we thus have

I ∈ mod(T ) ⊆ L(AT ,Σ) ⊆ L(AT ′,Σ) ⊆ clΣ≈(mod(T ′)

and are done. We come to the main theorem of this section.
Theorem 26. Given an EL-TBox T and signature Σ, it can
be decided in EXPTIME whether there is an EL-TBox that
is the uniform ELΣ-interpolant of T .

Proof. By Theorem 24, T can be converted in poly-
nomial time into an EA AT ,Σ such that L(AT ,Σ) =

clΣ≈(mod(T )). It follows by Lemma 4 that T and AT ,Σ are
ELΣ-inseparable, i.e., AT ,Σ represents the uniform ELΣ-
interpolant of T . It remains to apply Theorem 19. o

A matching lower bound can be proved by a careful analy-
sis and adaptation of the EXPTIME lower bound for decid-
ing EL-conservative extensions given in (Lutz and Wolter
2010).
Theorem 27. Given an EL-TBox T and signature Σ, it is
EXPTIME-hard to decide whether there is an EL-TBox that
is the uniform ELΣ-interpolant of T .

We now turn our attention to conservative extensions. It was
originally proved in (Lutz and Wolter 2010) that deciding
conservative extensions in EL is EXPTIME-complete. We
give an alternative proof of the upper bound based on EA
containment, which is arguably more transparent than the
original proof. Note that our proof completely bypasses the
(somewhat intricate) machinery established in Section 6 and
only relies on EA containment. The construction actually
works for the more general problem of ELΣ-entailment.
Lemma 28. Let T and T ′ be EL-TBoxes and Σ a signature.
Then T ELΣ-entails T ′ iff L(AT ,Σ) ⊆ L(AT ′,Σ).

Proof. (⇒) Suppose T ELΣ-entails T ′ and I ∈
L(AT ,Σ). To prove that I ∈ L(AT ′,Σ), since L(AT ′,Σ) =

clΣ≈(mod(T ′)) it is sufficient to show I ∈ clΣ≈(mod(T ′)).
Let d ∈ ∆I . Since L(AT ,Σ) = clΣ≈(mod(T )), there is a
model I1 of T and a d1 ∈ ∆I1 such that (I, d) ≈Σ (I1, d1).
By Theorem 5, there is a model I2 of T ′ and a d2 ∈ ∆I2

such that (I1, d1) ≈Σ (I2, d2). By closure under composi-
tion of Σ-equisimulations, (I, d) ≈Σ (I2, d2) as required.

(⇐) Suppose L(AT ,Σ) ⊆ L(AT ′,Σ). By Theorem 5, it
suffices to show that mod(T ) ⊆ clΣ≈(mod(T ′)). To this aim,
let I be a model of T . SinceL(AT ,Σ) = clΣ≈(mod(T )), I ∈
L(AT ,Σ) and, therefore, I ∈ L(AT ′,Σ). Since L(AT ′,Σ) =

clΣ≈(mod(T ′)), this implies I ∈ clΣ≈(mod(T ′)), as required.
o

Together with Theorem 19, we obtain the desired result.
Theorem 29. (Lutz and Wolter 2010) ELΣ-entailment and
EL-conservative extensions can be decided in EXPTIME.

8 Automata for Approximation
We prove that the existence of EL-approximants of a classi-
cal ELU-TBox can be decided in 2EXPTIME using EAs. An

EXPTIME lower bound is established as well, but the precise
complexity remains open.

In analogy to what was done in the previous section, the
central observation is that for every classical ELU-TBox T ,
there is an EA AT of exponential size that represents the
EL-approximant of T .

Theorem 30. Let T be a classical ELU-TBox. Then one
can construct an EA AT = (Q,P, sig(T ) ∩ NC, sig(T ) ∩
NR, δ) with |Q ∪ P | ∈ O(2|T |) such that AT ≡EL T .

More specifically, the automaton AT from Theorem 30 can
be constructed as follows. Let T be a classical ELU-TBox,
sub(T ) the subconcepts of T , and dis(T ) the set of all dis-
junctions of concepts from sub(T ) that do not contain du-
plicate disjuncts. Define the EA AT = (Q,P, sig(T ) ∩
NC, sig(T ) ∩ NR, δ) as follows:

• Q = {qC | C ∈ dis(T )} and P = {pC | C ∈ dis(T )};
• δ consists of the following transitions:

– true→ q>;
– A→ qA and qA → pA for all A ∈ sub(C) ∩ NC;
– qC1

∧ · · · ∧ qCn
→ qC for all C1, . . . , Cn, C ∈ dis(T )

with T |= C1 u · · · u Cn v C;
– 〈r〉qC → qD for all C,D ∈ dis(T ) and r ∈ ΣE with
T |= ∃r.C v D;

– qC → pC for all C ∈ dis(T );
– pC → A for all C ∈ dis(T ) and A ∈ sub(T ) ∩ NC

such that T |= C v A;
– pC → 〈r〉pD for all C,D ∈ dis(T ) and r ∈ ΣE such

that T |= C v ∃r.D.

Using completeness w.r.t. interpretations of finite outdegree,
Theorem 30 follows from the following lemma.

Lemma 31.
1. If I ∈ L(AT ), then I |= C v D for all EL-CIs C v D

with T |= C v D.
2. If I has finite outdegree and I |= C v D for all EL-CIs

with T |= C v D, then I ∈ L(AT ).

Proof. The proof of (1.) is given in the long ver-
sion. For (2.), by Lemma 10, is is sufficient to
show cl≈(clΠ(mod(T ))) ⊆ L(AT ). This follows from
Lemma 16 if mod(T ) ⊆ L(AT ). To show the inclusion
let I ∈ mod(T ). Define a mapping ρ : ∆I → 2P∪Q by
setting ρ(d) = {qC , pC | d ∈ CI , C ∈ dis(T )}. One can
show that ρ is a run of AT on I; hence I ∈ L(AT ). o

Point 2 of Lemma 31 fails without the restriction to finite
outdegree. To see this, consider the example TBox T about
nodes in a tree given in Section 4. Let I be an interpretation
that has a root node d0 satisfying Node, Left, and Right and
having outgoing succ-chains of unbounded finite length (but
no infinite such chain!). I satisfies all EL-CIs that follow
from T , but I 6∈ L(AT ). We come to the main theorem of
this section.

Theorem 32. Given a classical ELU-TBox T , it can be de-
cided in 2EXPTIME whether there is an EL-TBox that is the
EL-approximant of T .



Proof. Construct the automaton AT from the proof of The-
orem 30 and apply the APTA-based decision procedure un-
derlying Theorem 19. Despite the double exponential num-
ber of transitions of AT , one can achieve a 2EXPTIME-
procedure by using on-the-fly versions of the construction
of AT and of the APTA AA,Σ,m from Theorem 22 when
checking emptiness of the latter. o

We do not know whether the bound established in Theo-
rem 32 is tight. However, we have the following.
Theorem 33. Given a classical ELU-TBox T , it is
EXPTIME-hard to decide whether there is an EL-TBox that
is the EL-approximant of T .
Proof. The proof is a modification of the EXPTIME hard-
ness proof in (Haase and Lutz 2008) for subsumption in
classical ELU-TBoxes. Denote by EL¬ the extension of EL
with negation. Since EL¬ has the same expressive power as
ALC, it is EXPTIME-complete to decide whether a classical
EL¬-TBox is satisfiable. We reduce this problem to decid-
ing whether there is an EL-approximant of an ELU-TBox.

Let T be a classical EL¬-TBox. We may assume w.l.o.g.
that T contains only one role name r and is of the form

{A1 ≡ C1, . . . , An ≡ Cn},
where each Ci is of the form >, P , ¬B, ∃r.B or B1 u B2

with P not occurring on the left-hand side of any CI in T (a
‘primitive’ concept name in T ) and B,B1, B2 occurring on
a left-hand side (‘defined’ concept names in T ).

We convert T into a classical ELU-TBox T ′ such that T
is satisfiable iff there is no EL-approximant of T ′. Intro-
duce new concept names Ai, 1 ≤ i ≤ n, which intuitively
represent ¬Ai. Let D be an abbreviation for

u
1≤i≤n

(Ai tAi).

We also use new concept namesE1, E2, F andM and a new
role name s. To obtain T ′, first replace in T
• every Ai ≡ > with Ai ≡ D tM ;
• every Ai ≡ P with Ai ≡ (P uD) tM ;

• every Ai ≡ ¬Aj with Ai ≡ (Aj uD) tM ;
• every Ai ≡ B1 uB2 with Ai ≡ (B1 uB2 uD) tM ;
• every Ai ≡ ∃r.B with Ai ≡ (D u ∃r.(B uD)) tM
and then add

M ≡ ∃r.M t t
1≤i≤n

(Ai uAi)

Ei v (D u ∃s.(D u (E1 t E2))), for i = 1, 2

F ≡ (E1 t E2) uM.

Intuitively, M plays the role of a marker that is set when-
ever there is an ‘inconsistency’ in the sense that a concept
name Ai and its ‘negation’ Ai are both true at the same ele-
ment. By the second last CI, we have T |= Ei v ∃sn.> for
i ∈ {1, 2} which results in T ′ not being EL-approximable
when T is satisfiable. If T is not satisfiable, then the in-
consistency marker M is true at the relevant elements in ev-
ery model, which means that the above EL-consequences

can be approximated by Ei v ∃s.F . The overall EL-
approximation of T ′ contains additional concept inclusions,
as analyzed in more detail in the appendix of the long ver-
sion. o

9 Future Work
Two interesting research directions are to exploit the tech-
niques introduced in this paper for the actual computation
of interpolants and approximants, and to extend the decision
procedure for the existence of EL-aproximants from clas-
sical ELU-TBoxes to more expressive DLs and TBox for-
malisms.

Regarding the first point, we conjecture that EAs that rep-
resent uniform interpolants/approximants can be exploited
to compute small interpolants/approximants, if they exist. A
refinement of the proof of Proposition 23 given in the long
version should be a promising starting point.

Regarding the second point, note that a naive adaptation
of our decision procedure to TBoxes formulated in expres-
sive DLs such as ALC does not work. For example, the
ALC-TBox T = {A v ∀r.B} does not have an EL-
approximant. To see this, note that T has

A u ∃r.C v ∃r.(B u C)

as an EL-consequence, for any EL-concept C. In particular,
we thus have as a consequence the EL-inclusion

A u ∃r.∃sn.E v ∃r.(B u ∃sm.E)

iff n = m, where E and s are fresh concept and role names.
Semantically, this means that, for every rsn-path in an in-
terpretation I that starts at an element d ∈ AI , there must
exist a (potentially different) rsn-path that starts at d and
satisfies B at the second element. It is standard to show that
such languages, which involve ‘unbounded counting’, are
not recognizable by an APTA (with parity/Rabin acceptance
condition) and, therefore, not by an EA either.

Interestingly, a similar effect can be observed already for
general ELU-TBoxes. As an example, consider

T ′ = {A u ∃r.B v ∃r.(B u (S t S′))
(S t S′) v ∃s.(S t S′)

D v B tB }

T ′ does not have an EL-approximant, for similar reasons
as the above ALC-TBox T . As a hint, note that the EL-
inclusion

A u ∃r.(D u ∃sn.E) v ∃r.(B u ∃sm.E)

is a consequence of T if, and only if, n = m. Despite
these difficulties, one can well imagine EAs as a central
ingredient of a more intricate procedure for checking EL-
approximability of general ELU- or even ALC-TBoxes, as
a second step after first checking recognizability by APTAs.
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A Proofs for Section 3
We start by supplying proofs for some examples. Recall that
T1 is given by

Patient u ∃finding.MajorFinding v InPatient

Finding u ∃status.PotentiallyLethal v MajorFinding

MajorFinding v Finding

Proposition 34. A uniform ELΣ-interpolant of T1 is given
by the TBox T ′1 consisting of:

Patient u ∃finding.(Finding u ∃status.PotentiallyLethal)

v InPatient.

Proof. We apply Theorem 5. Thus, it is sufficient to show
that mod(T ′1 ) = clΣ≈(mod(T1)). The inclusion “⊇” is trivial.
Conversely, assume that I is a model of T ′1 . Define J as I
with the exception that

MajorFindingJ = (Finding u ∃status.PotentiallyLethal)I

It is readily checked that J is a model of T1 and, clearly,
(I, d) ≈Σ (J , d) for all d ∈ ∆I . Thus, I ∈ clΣ≈(mod(T1)),
as required. o

To compare uniform interpolants in EL with uniform in-
terpolants in ALC we consider the EL-TBox T2 defined as

A v ∃r.X X uB v ∃s.Y Y v ∃s.Y
The proof of the following result can also be used to show
the claim that {A v ∃r.B,B v ∃r.B} does not have a
uniform EL{A,r}-interpolant.
Proposition 35. T2 does not have a uniform ELΣ-
interpolant, for Σ = {A,B,X, r, s}.
Proof. We apply Theorems 20 and 24.

Let m > 0 be arbitrary. Let I1 be defined by setting
• ∆I1 = {0, 1, . . .},
• AI1 = ∅,
• XI1 = BI1 = {0},
• rI1 = ∅, and
• sI1 = {(0, 1), (1, 2), . . .}
and let I2 be defined by
• ∆I2 = {0, . . . ,m,m+ 1},
• AI2 = ∅,
• XI2 = BI2 = {0},
• rI2 = ∅, and
• sI2 = {(0, 1), . . . , (m,m+ 1)}
Then
1. I≤m1 = I≤m2 ,
2. I1 ∈ L(AT2,Σ),
3. I2 6∈ L(AT2,Σ),
4. I2(1) ∈ L(AT2,Σ).
Thus, for every m > 0 Condition 2 of Theorem 20 is satis-
fied. It follows that no ELΣ-TBox is ELΣ-inseparable from
T1. o

Proposition 36. For Σ′ = {A,B, r, s}, the TBox T ′2 =
{A v ∃r.>} is a uniform ELΣ′ -interpolant of T2.

Proof. We use Theorem 5. Thus, it is sufficient to show
that mod(T ′2 ) = clΣ

′

≈ (mod(T2)). The inclusion “⊇” is triv-
ial. Let I be a model of T2. We may assume that I only
interprets Σ′. For any d ∈ AI take a fresh nd and define
a new interpretation J by adding (d, nd) to rI and setting
XI = {nd | d ∈ AI}. Then J is a model of T2 and
(I, d) ≈Σ (J , d) for all d ∈ ∆I . o

In contrast, one can readily checked that there is no uni-
form ALCΣ′ -interpolant of T2. Intuitively, because the in-
finite set of ALCΣ-CIs {A u ∀r.B v ∃sn.> | n ≥ 1} is
entailed by T2.

B Proofs for Section 4
Let T consist of

Node v Left t Right

Left v ∃succ.(Left t Right)

Right v ∃succ.(Left t Right)

and T0 be T plus

M = {Left v Node,Right v Node}.

Finally, define T ′0 as

M ∪ {Node v ∃succ.Node}.

Lemma 37. T ′0 is an EL-approximant of T0.

Proof. We show that T ′0 ≡EL T0.
“T ′0 ⊆EL T0”. We show the contrapositive. Suppose the EL-
CI C v D does not follow from T0, i.e., T0 6|= C v D. We
need to show that T ′0 6|= C v D. Now since T0 6|= C v D,
there is some model I of T0 with I 6|= C v D. If we
show that I is a model of T ′0 then we immediately obtain
that T ′0 6|= C v D. Hence our aim is to show that I |= T ′0 .
To this aim, we distinguish all the CIs that appear in T ′0 . By
the definition of I, we already have I |= Left v Node and
I |= Right v Node. It remains to show that I |= Node v
∃succ.Node.

Let d ∈ NodeI . Then by Node v Left t Right ∈ T0,
either d ∈ LeftI or d ∈ RightI . We only show it for the
case that the former holds, the other case can be shown anal-
ogously. Then by Left v ∃succ.(LefttRight), there is some
e ∈ ∆I such that (d, e) ∈ succI and e ∈ (Left t Right)I .
From the former, we obtain by Left v Node,Right v
Node ∈ T0 that e ∈ NodeI . Then by (d, e) ∈ succI ,
d ∈ (∃succ.Node)I . Hence I |= Node v ∃succ.Node.

“T0 ⊆EL T ′0 ”. We show the contrapositive. Suppose the
EL-CI C v D does not follow from T ′0 , i.e., T ′0 6|= C v D.
We need to show that T0 6|= C v D. We proceed towards
contradiction so suppose that T0 |= C v D.

Let I0 be a model of T ′0 , i.e., I0 |= T ′0 . W.l.o.g. we as-
sume that I0 is a tree interpretation, ρ0 ∈ CI0 \DI0 , where
ρ0 is the root of I0, and XI0 = ∅ for all X 6∈ sig(T ).
Our aim is to construct a sequence of interpretations ς =



I0, I1, . . ., where Ii+1 is obtained from Ii by fixing a ‘min-
imal defect’ in Ii. To be more precise, we need the following
definitions.

Let I be an interpretation in the sequence ς . A defect in I
is a d ∈ NodeI with d 6∈ (Left t Right)I . A repair for the
defect d consists of two copies I1, I2 of I which coincide
with I with the exception that

• LeftI1 = LeftI ∪ {d};
• RightI2 = RightI ∪ {d}.
A minimal defect is a defect d such that there is no defect on
the path from the root of I to d.

Claim 1. Let d0 be a minimal defect in I and I1, I2 its
repairs. Then for all d ∈ ∆I , (I, d) ≈ (I1 × I2, (d, d)).

Let I, I1, I2, and d0 be as specified in the lemma.
“⇒” Define S = {(d, (d, d)) | d ∈ ∆I}. We claim that
for all d ∈ ∆I , S : (I, d) ≤ (I1 × I2, (d, d)). By ∆I =
∆I1 = ∆I2 , we have S ⊆ ∆I × (∆I1 ×∆I2). Moreover,
for every d ∈ ∆I , (d, (d, d)) ∈ S. It remains to show that
(base) and (forth) are satisfied. Let (d, (d1, d2)) ∈ S.
• (base). Suppose d ∈ AI . By the definition of S, we have
d1 = d2 = d and thus, we need to show that (d, d) ∈
AI1×I2 . d ∈ AI implies by the definition of I1 and I2

that d ∈ AI1 and d ∈ AI2 . Then by the definition of
I1 × I2, (d, d) ∈ AI1×I2 .

• (forth). Suppose (d, e) ∈ rI . By the definition of S,
we have d1 = d2 = d. We need to show that there is
some (e1, e2) ∈ ∆I1×I2 such that ((d, d), (e1, e2)) ∈
rI1×I2 and (e, (e1, e2)) ∈ S. Since {(e, e)} =
{(e1, e2) | (e, (e1, e2)) ∈ S}, it is enough to show that
((d, d), (e, e)) ∈ rI1×I2 . (d, e) ∈ rI implies by the defi-
nition of I1 and I2 that (d, e) ∈ rI1 = rI2 . Then by the
definition of I1 × I2, ((d, d), (e, e)) ∈ rI1×I2 .

Hence it follows that for all d ∈ ∆I , we have S : (I, d) ≤
(I1 × I2, (d, d)).

“⇐” Let S ⊆ (∆I1 × ∆I2) × ∆I consist of all pairs
((d1, d2), d) such that
• level(d) = level(d1) = level(d2);
• if d1 is on the path to d0, then d2 = d;
• if d2 is on the path to d0, then d1 = d;
• if neither d1 nor d2 are on the path to d0, then d ∈
{d1, d2}.

We claim that for all d ∈ ∆I , S : (I1×I2, (d, d)) ≤ (I, d).
Let d ∈ ∆I . By the definition of S, we have ((d, d), d) ∈ S.
It remains to show that (base) and (forth) are satisfied. Let
((d1, d2), d) ∈ S.
• (base) Suppose (d1, d2) ∈ AI1×I2 . Then by the defini-

tion of a product, d1 ∈ AI1 and d2 ∈ AI2 ; and by the
definition of S, level(d) = level(d1) = level(d2). We
distinguish cases.
– d1 is on the path to d0. This means d2 = d. We proceed

towards contradiction so suppose that d 6∈ AI . By the
definition of I2 and d ∈ AI2 , this means that d = d0

and A = Right. Then by d1 ∈ AI1 , we obtain d1 ∈
RightI1 . Since RightI1 = RightI , d1 ∈ RightI . This
implies that d1 6= d0, since d0 is a defect in I and thus,
d0 6∈ (Left t Right)I . Since d1 is on the path to d0,
d1 6= d0 implies that level(d1) < level(d0). But this
contradicts with level(d) = level(d1). Hence d ∈ AI .

– d2 is on the path to d0. Analogous to the previous case.
– Neither d1 nor d2 are on the path to d0. This implies

that d1 6= d0 and d2 6= d0. By assumption we have
that d ∈ {d1, d2}. Suppose first that d = d1. Then by
d1 ∈ AI1 and d1 6= d0, we have d1 ∈ AI . Finally by
d = d1, d ∈ AI . The case for d = d2 can be shown
analogously.

Hence we conclude that (base) is satisfied.

• (forth) Suppose ((d1, d2), (e1, e2)) ∈ rI1×I2 . We need
to show that there is some e ∈ ∆I such that (d, e) ∈ rI
and ((e1, e2), e) ∈ S. By ((d1, d2), (e1, e2)) ∈ rI1×I2 ,
we obtain (d1, e1) ∈ rI1 and (d2, e2) ∈ rI2 . Since rI =
rI1 = rI2 , we have that (d1, e1) ∈ rI and (d2, e2) ∈ rI .
We distinguish cases.

– d1 is on the path to d0. Then d2 = d. By (d2, e2) ∈ rI ,
we have (d, e2) ∈ rI . If we show that ((e1, e2), e2) ∈
S then we are done. Now by (d1, e1) ∈ rI and the
fact that d1 is on the path to d0, we have the following
cases.
∗ e1 is also on the path to d0. Then by the definition

of S, it immediately follows that ((e1, e2), e2) ∈ S,
which is what we wanted to show.
∗ e1 is not on the path to d0 because d1 = d0. Then by

level(d1) = level(d2) = level(d0) and (d2, e2) ∈ rI ,
we have that level(e2) = level(d0) + 1. Hence e2 is
also not on the path to d0. Since neither e1 nor e2 are
on the path to d0, we obtain by the definition of S that
((e1, e2), e2) ∈ S, which is what we wanted to show.

– d2 is on the path to d0. Analogous to the previous case.
– Neither d1 nor d2 are on the path to d0. Then d ∈
{d1, d2}. First suppose that d = d1. This implies
by (d1, e1) ∈ rI that (d, e1) ∈ rI . If we show
that ((e1, e2), e1) ∈ S then we are done. By the fact
that for i ∈ {1, 2}, di is not on the path to d0 and
(di, ei) ∈ rI , ei is also not on the path to d0. But then
((e1, e2), e1) ∈ S, which is what we wanted to show.
The case for d = d2 can be shown analogously.

Hence we conclude that (forth) is satisfied.

This marks the end of the proof of Claim 1. Now for the
proof of this direction of the lemma, we proceed as follows.
By our assumption, we have that ρ0 ∈ CI0 \DI0 , where ρ0

is the root of I0, i.e., I0 6|= C v D. We start from I0 and do
the following. We choose a minimal defect d0 in I0, if it has
any. Let Ia and Ib be the repairs of this defect. By Claim 1,
for all d ∈ ∆I0 , we have that (I0, d) ≈ (Ia ×Ib, (d, d)). By
ρ0 ∈ CI0 \DI0 , this implies (ρ0, ρ0) ∈ CIa×Ib \DIa×Ib .
Hence by Lemma 8, we obtain ρ0 ∈ CIa , ρ0 ∈ CIb , and
either ρ0 6∈ DIa or ρ0 6∈ DIb . Let c ∈ {a, b} such that
ρ0 6∈ DIc. Set I1 = Ic. Obviously, I1 6|= C v D and I1

lacks the defect d0. Now we proceed inductively, just as the



case from I0 to I1, to obtain the sequence ς = I0, I1, . . ..
The interpretation I in the limit of this construction satisfies
the following properties:
• ∆I = ∆I0 ,
• LeftI ⊇ LeftI0 ,
• RightI ⊇ RightI0 ,

• LeftI ∪ RightI = NodeI0 ,

• NodeI = NodeI0 ,
• succI = succI0 ,
• for all P ∈ (NC ∪ NR) \ {Left,Right,Node, succ},
P I0 = P I .

As a consequence, we have the following.

Claim 2. I |= T0.

We show that I satisfies every CI in T0.

• Node v Left t Right: Suppose d ∈ NodeI . By the defi-
nition of I, we first obtain d ∈ NodeI0 , and again by the
definition of I, this implies d ∈ LeftI ∪ RightI , which is
what we wanted to show.

• Left v ∃succ.(Left t Right): Suppose d ∈ LeftI .
Then by the definition of I, d ∈ NodeI0 . Since I0 |=
Node v ∃succ.Node, there is some e ∈ ∆I0 such that
(d, e) ∈ succI0 and e ∈ NodeI0 . Then by the definition
of I, (d, e) ∈ succI and e ∈ LeftI ∪ RightI . Hence
d ∈ (∃succ.(Left t Right))I .

• Right v ∃succ.(LefttRight): Can be shown analogously
to the previous case.

• Left v Node: Suppose d ∈ LeftI . Then it immediately
follows by the definition of I that d ∈ NodeI0 = NodeI .

• Right v Node: Can be shown analogously to the previous
item.

Hence we conclude that the claim holds.
Now by our inductive construction, we obtain that I 6|=

C v D and by Claim 2, we have I |= T0. The latter and
T0 |= C v D imply that I |= C v D. Hence we obtained
the contradiction. Thus we conclude that T0 ⊆EL T ′0 . o

Theorem 7 Let T be a (general) ELU-TBox and T ′ the EL-
approximant of T . If T ′′ is a (general) ELU-TBox with
T |= T ′′ and answering instance queries w.r.t. T ′′ is in
PTIME, then T ′ |= T ′′ (unless PTIME=CONP).

Proof. Let T , T ′′ be (general) ELU-TBoxes with T |= T ′′
and T ′ the EL-approximant of T . If T ′ 6|= T ′′, then T ′′
is not equivalent to any EL-TBox. Thus, there exist EL-
concepts C,D1, . . . , Dn such that T ′′ |= C v D1 t · · ·Dn

but T ′′ 6|= C v Di for 1 ≤ i ≤ n. Then T ′′ does not have
the ABox disjunction property: there exists an ABox A and
an individual a such that T ,A |= (D1 t · · · t Dn)(a) but
T ,A 6|= Di(a) for all 1 ≤ i ≤ n. (For A one can take
the ABox corresponding to the EL-concept C.) But then, as
shown in (Lutz and Wolter 2012), instance checking w.r.t. T
is coNP-hard. o

Towards Lemma 10 We now prove a sequence of lemmas
which are required to show the implication from Point 1 to
Point 2 in Lemma 10.

An interpretation I is EL-saturated if it satisfies the fol-
lowing condition, for all r ∈ NR: if d ∈ ∆I and Γ is a (po-
tentially infinite) set of EL-concepts such that, for all finite

Ψ ⊆ Γ, d ∈ (∃r.uΨ)I , then there is an e with (d, e) ∈ rI
and e ∈ ΓI (here we write d ∈ ΓI if for all C ∈ Γ, we have
that d ∈ CI). Observe that all interpretations with finite
outdegree are EL-saturated. We set (I1, d1) ⊆Σ (I2, d2) if
d1 ∈ CI1 implies d2 ∈ CI2 for all ELΣ-concepts C.

Lemma 38. For all EL-saturated pointed interpretations
(I1, d1), (I2, d2) and all signatures Σ, we have that

(I1, d1) ≡Σ (I2, d2) implies (I1, d2) ≈Σ (I2, d2).

Proof. Suppose that (I1, d1) ≡Σ (I2, d2) and that I1, I2

are EL-saturated. Define the following relations:

S = {(e1, e2) ∈ ∆I1 ×∆I2 | (I1, e1) ⊆Σ (I2, e2)}
S′ = {(e2, e1) ∈ ∆I2 ×∆I1 | (I2, e2) ⊆Σ (I1, e1)}

Claim. S is a Σ-simulation between (I1, d1) and (I2, d2).

Proof of claim. Since (I1, d1) ≡Σ (I2, d2), we have by the
construction of S that (d1, d2) ∈ S. Thus, it remains to
show that S also satisfies (base) and (forth).

• (base). SupposeA ∈ Σ∩NC , e1 ∈ AI , and (e1, e2) ∈ S.
Then by the construction of S, it immediately follows that
e2 ∈ AJ .

• (forth). Suppose r ∈ Σ ∩ NR, (e1, e
′
1) ∈ rI1 , and

(e1, e2) ∈ S. Our aim is to show that there is some
e′2 ∈ ∆I2 such that (e′1, e

′
2) ∈ rI2 and (e2, e

′
2) ∈ S.

Let Γ be the set of all Σ-concepts C such that e′1 ∈
CI1 . Since I1 is EL-saturated, for every finite Ψ ⊆ Γ,

e1 ∈ (∃r.uΨ)I1 . By the construction of S, this im-

plies e2 ∈ (∃r.uΨ)I2 . Since I2 is EL-saturated, there
is some e′2 ∈ ∆I2 such that (e2, e

′
2) ∈ rI2 and e′2 ∈ ΓI2 .

This means (I1, e
′
1) ⊆Σ (I2, e

′
2) and thus (e′1, e

′
2) ∈ S

which is what we wanted to show.

One can show in the same way that S′ is a Σ-simulation
between (I2, d2) and (I1, d1). In conclusion, (I1, d1) and
(I2, d2) are Σ-equisimilar. o

We require one more lemma.

Lemma 39. If Ii, i ∈ I , are EL-saturated, then I =∏
i∈I Ii is EL-saturated.

Proof. Assume Ii, i ∈ I , are EL-saturated and Γ is a set of
EL-concepts. Let ~d = (di)i∈I ∈ ∆I such that for all finite

Ψ ⊆ Γ, ~d ∈ (∃r.uΨ)I . Then di ∈ (∃r.uΨ)Ii , for all
i ∈ I and finite Ψ ⊆ Γ. By EL-saturatedness of all Ii, i ∈ I ,
we obtain ei ∈ ∆Ii with (di, ei) ∈ rIi such that ei ∈ DIi
for all i ∈ I and D ∈ Γ. Let ~e = (ei)i∈I . Then (~d,~e) ∈ rI
and ~e ∈ DI for all D ∈ Γ, as required. o



Point 1 implies Point 2 in Lemma 10. Assume Point 1
holds for I and d ∈ ∆I . Let

X = {C | d ∈ CI , C an EL-concept}.

Denote by X the set of EL-concepts not in X . By compact-
ness of FO and Point 1, for every C ∈ X , there exists a
model IC of T and a dC ∈ ∆IC with

• dC ∈ DIC for all D ∈ X ,

• dC 6∈ CIC .

We may assume that the IC , C ∈ X are EL-saturated.
Let J =

∏
C∈X IC . We have (I, d) ≡ (J , ~d) for ~d =

(dC)C∈X . Moreover, by Lemma 39, J is EL-saturated.
Thus, by Lemma 38, (I, d) ≈ (J , ~d) as required.

Theorem 9 is a consequence of Lemma 10 First as-
sume that T ′ is an EL-approximant of T . Then T ≡EL
T ′ and thus every I ∈ mod(T ′)�finout satisfies all EL-
CIs C v D with T |= C v D, which yields I ∈
cl≈(clΠ(mod(T )))�finout by Lemma 10; conversely, if I /∈
mod(T ′)�finout, then I 6|= C v D for some EL-CI C v
D ∈ T ′. Since T ≡EL T ′ we have T |= C v D, which
yields I /∈ mod(T )�finout ⊆ cl≈(clΠ(mod(T )))�finout.

Now assume mod(T ′)�finout = cl≈(clΠ(mod(T )))�finout.
We want to show that T ≡EL T ′ which boils down to
showing that T ′ ELΣ-entails T since T |= T ′. Assume
that T ′ 6|= C v D. Then there is a model I of T with
I 6|= C v D and we can w.l.o.g. assume I to be of finite
outdegree. We thus have I ∈ cl≈(clΠ(mod(T )))�finout and
thus there is a model J ∈ mod(T ) such that I 6|= C v D,
which yields T 6|= C v D as required.

C Proofs for Section 5
Before we prove the lemmas and theorems from Section 5,
we establish some general technical machinery for working
with EL automata.

Let A = (Q,P,ΣN ,ΣE , δ) be an EA and I an interpre-
tation. The canonical pre-run ρIc of A on I is defined as the
limit of a sequence of maps ρIc,0 ⊆ ρIc,1 ⊆ ρIc,2 · · · from ∆I

to 2Q. Define ρIc,0 by setting for each d ∈ ∆I ,

ρIc,0(d) = {q ∈ Q | true→ q ∈ δ} ∪
{q ∈ Q | A→ q ∈ δ ∧ d ∈ AI}.

Now, ρIc,i+1 is defined as follows. Start with ρIc,i and ex-
haustively apply Condition 3 of runs, viewed as a rule; call
the result σIc,i; then ρIc,i+1 is the extension of σIc,i obtained
by adding q ∈ Q to σIc,i(d) whenever there is a (d, e) ∈ rI
and 〈r〉q1 → q ∈ δ with q1 ∈ σIc,i(e) (note: no repetition!).
This finishes the definition of ρIc .

For d ∈ ∆I and p ∈ P , a map σ : ∆I → 2P is a witness
for p at d if

• p ∈ σ(d)

• Conditions 6 to 9 of runs are satisfied.

The canonical pre-run ρIc is consistent if the following con-
ditions are satisfied:

• for all d ∈ ∆I , q ∈ ρIc (d), and q → p ∈ δ, there is
witness for p at d.

Lemma 40. I ∈ L(A) iff the canonical pre-run of A on I
is consistent.

Proof. “⇒” Suppose I ∈ L(A). Then there is some run ρ
of A on I. Define the function σ : ∆I → 2P as follows:

σ(d) = ρ(d) ∩ P.

We have that

(∗) σ satisfies Conditions 6 to 9 of runs

since ρ satisfies these conditions. Let ρc be the canonical
pre-run of A on (I, d0). It is easy to see that the following
property holds:

• for all d ∈ ∆I and q ∈ Q, if q ∈ ρc(d) then q ∈ ρ(d).

Now let d ∈ ∆I and q ∈ Q such that q ∈ ρc(d) and
q → p ∈ δ. By the property we established previously,
q ∈ ρ(d). Since ρ is a run, we have that p ∈ ρ(d). Then by
the definition of σ, we obtain p ∈ σ(d). Moreover, by (∗), σ
also satisfies Conditions 6 to 9 of runs. This means that σ is
a witness for p at d. This implies that ρc is consistent since
our choice of d ∈ ∆I and q ∈ Q were arbitrary.

“⇐” Suppose that the canonical pre-run ρc of A on I is
consistent. For a d ∈ ∆I and p ∈ P , we say that p is a
burden of d if the following holds:

• there is some q ∈ Q with q ∈ ρc(d) and q → p ∈ δ.

We denote by Bd the set of all burdens of d. For a p ∈ Bd,
σpd denotes the witness of p at d. Such a witness always
exists by our assumption about ρc. Moreover, by the defini-
tion of a witness, we have that p ∈ σpd(d). Now define the
function ρ : ∆I → 2Q∪P as follows:

ρ(d) = ρc(d) ∪
⋃
p∈Bd

σpd(d)

We claim that ρ is a run of A on (I, d0). This is a conse-
quence of the fact that for every burden p of every d ∈ ∆I ,
we have a witness σpd and that σpd satisfies Conditions 6-9 of
runs. o

We now return to the proofs of Section 5. We split Theo-
rem 15 into two separate theorems.

Theorem 41. EA emptiness is in PTIME.

Proof. We reduce EA emptiness to general TBox unsatis-
fiability in EL⊥, which is in PTIME (Baader, Brandt, and
Lutz 2005). Let A = (Q,P,ΣN ,ΣE , δ) be an EA. For ev-
ery s ∈ Q ∪ P , let As be a distinct concept name that is not
in ΣN . Now define the function that translates transitions



in δ to concept inclusions in EL as follows:

true→ q  > v Aq
A→ q  A v Aq

q1 ∧ . . . ∧ qn → q  Aq1 u . . . uAqn v Aq
〈r〉q1 → q  ∃r.Aq1 v Aq

q → p  Aq v Ap
p→ p1  Ap v Ap1

p→ 〈r〉p1  Ap v ∃r.Ap1
p→ A  Ap v A

p→ false  Ap v ⊥.

Let TA = {C v D | ϕ ∈ δ and ϕ  C v D}. It remains
to show the following.

Claim. L(A) = ∅ iff TA is satisfiable.

“⇒”. We show the contrapositive. Suppose that TA is sat-
isfiable. Then there is a model I of TA. We claim that
I ∈ L(A), thus L(A) is nonempty. Indeed, it is not hard
to verify that the function ρ : ∆I → 2Q∪P defined by set-
ting

ρ(d) = {s ∈ Q ∪ P | d ∈ AIs } for all d ∈ ∆I

is a run of A on I.
“⇐”. Again we show the contrapositive. Suppose

L(A) 6= ∅ and take an interpretation I ∈ L(A). Let ρ be a
run of A on I. Extend I by setting

As
I = {d ∈ ∆I | s ∈ ρ(d)} for all s ∈ Q ∪ P.

Using the construction of TA and the definition of runs, it is
not hard to verify that I |= TA. Hence, TA is satisfiable.

o

Theorem 42. EA containment is EXPTIME-complete.

The lower bound is a consequence of the fact that decid-
ing EL-conservative extensions is EXPTIME-hard (Lutz and
Wolter 2010) and, by Theorem 28, can be reduced in poly-
nomial time to containment of EAs. For the upper bound,
we show that every EA can be translated in polytime into
an equivalent Wilke automaton as defined in (Wilke 2001).
This suffices since containment of Wilke automata is known
to be in EXPTIME.

Definition 43 (APTA). An alternating parity tree automa-
ton (APTA) is a tuple A = (Q,ΣN ,ΣE , q0, δ,Ω), where Q
is a finite set of states, ΣN ⊆ NC is the finite node alphabet,
ΣE ⊆ NR is the finite edge alphabet, q0 ∈ Q is the ini-
tial state, δ : Q → mov(A), is the transition function with
mov(A) = {true, false, A,¬A, q, q ∧ q′, q ∨ q′, 〈r〉q, [r]q |
A ∈ ΣN , q, q

′ ∈ Q, r ∈ ΣE} the set of moves of the au-
tomaton, and Ω : Q→ N is the priority function.

Intuitively, the move q means that the automaton sends a
copy of itself in state q to the element of the interpretation
that it is currently processing, 〈r〉q means that a copy in state
q is sent to an r-successor of the current element, and [r]q
means that a copy in state q is sent to every r-successor.

It will be convenient to use arbitrary modal formulas in
negation normal form when specifying the transition func-
tion of APTAs. The more restricted form required by Def-
inition 43 can then be attained by introducing intermediate
states. In subsequent constructions that involve APTAs, we
will not describe those additional states explicitly. However,
we will (silently) take them into account when stating size
bounds for automata.

In what follows, a Σ-labelled tree is a pair (T, `) with T
a tree and ` : T → Σ a node labelling function. A path π in
a tree T is a subset of T such that ε ∈ π and for each x ∈ π
that is not a leaf in T , π contains one son of x.

Definition 44 (Run). Let (I, d0) be a pointed ΣN ∪ ΣE-
interpretation and A = (Q,ΣN ,ΣE , q0, δ,Ω) an APTA. A
run of A on (I, d0) is a Q × ∆I-labelled tree (T, `) such
that `(ε) = (q0, d0) and for every x ∈ T with `(x) = (q, d):

• δ(q) 6= false;
• if δ(q) = A (δ(q) = ¬A), then d ∈ AI (d /∈ AI);
• if δ(q) = q′∧q′′, then there are sons y, y′ of xwith `(y) =

(q′, d) and `(y′) = (q′′, d);
• if δ(q) = q′ ∨ q′′, then there is a son y of x with `(y) =

(q′, d) or `(y′) = (q′′, d);
• if δ(q) = 〈r〉q′, then there is a (d, d′) ∈ rI and a son y of
x with `(y) = (q′, d′);

• if δ(q) = [r]q′ and (d, d′) ∈ rI , then there is a son y of x
with `(y) = (q′, d′).

A run (T, `) is accepting if for every path π of T , the maxi-
mal i ∈ N with {x ∈ π | `(x) = (q, d) with Ω(q) = i} infi-
nite is even. We use L(A) to denote the language accepted
byA, i.e., the set of pointed ΣN ∪ΣE-interpretations (I, d)
such that there is an accepting run of A on (I, d).

When working on a pointed interpretation (I, d0), an
APTA A can clearly not “see” points that are unreachable
from d0 along role edges in the edge alphabet ΣE of A. We
shall thus concentrate on pointed interpretations (I, d0) that
are rooted and where any d ∈ ∆I is reachable from d0 along
a path of ΣE-edges. For any EA or APTA A, let Lr(A)
be L(A) restricted to pointed interpretations (I, d0) that are
rooted. EA containment over rooted models means to de-
cide, given EAs A1 and A2, whether Lr(A1) ⊆ Lr(A2);
likewise for APTA containment over rooted models.

Lemma 45. EA containment coincides with EA containment
over rooted models; and APTA containment coincides with
APTA containment over rooted models.

Proof. We split the proof of the lemma into two claims.

Claim 1. EA containment coincides with EA containment
over rooted models.

Let A1 and A2 be two EAs. First suppose that L(A1) 6⊆
L(A2). Then there is some interpretation I such that I ∈
L(A1) and I 6∈ L(A2). By Lemma 40, the canonical pre-
run ρc of A2 on I is not consistent. In other words, there is
some d0 ∈ ∆I and q → p ∈ δ2 such that q ∈ ρc(d0) and
there is no witness for p at d0. Let (J , d0) be the pointed in-
terpretation obtained by unravelling (I, d0) using only ΣE-
edges. Obviously, (J , d0) is rooted. We observe that



1. (J , d0) ∈ Lr(A1) since we can define a run ρ′ of A1 on
(J , d0) using the run ρ of A1 on I; and

2. (J , d0) 6∈ Lr(A2) since the canonical pre-run ρ′c of A2

on (J , d0) can be shown to be inconsistent using the fact
that ρc was inconsistent.

Hence Lr(A1) 6⊆ Lr(A2).

For the other direction, suppose that Lr(A1) 6⊆ Lr(A2).
Then there is some pointed interpretation (I, d0) such that
(I, d0) ∈ Lr(A1) and (I, d0) 6∈ Lr(A2). Let ρ1 be the run
of A1 on (I, d0). Since every d ∈ ∆I is reachable from
d0 along a path of ΣE-edges, it follows that ρ1 is a function
with domain ∆I . Then we immediately have that ρ1 is a run
of A1 on I, i.e., I ∈ L(A1). Now let ρc be the canonical
pre-run of A2 on (I, d0). Since every d ∈ ∆I is reachable
from d0 along a path of ΣE-edges, it follows that ρc is a
function with domain ∆I . Then we immediately have that
ρc is the canonical pre-run of A2 on I. Since ρc is incon-
sistent, it follows that I 6∈ L(A2). Hence L(A1) 6⊆ L(A2),
which means that the claim is shown.

Claim 2. APTA containment coincides with APTA contain-
ment over rooted models.

The idea of the proof is very similar to the case for EA. Let
A1 andA2 be two APTAs over the signature ΣN ∪ΣE . First
suppose that Lr(A1) 6⊆ Lr(A2). Then there is some rooted
ΣN ∪ΣE-interpretation (I, d0) such that (I, d0) ∈ Lr(A1)
and (I, d0) 6∈ Lr(A2). By (I, d0) ∈ Lr(A1) andLr(A1) ⊆
L(A1), we have (I, d0) ∈ L(A1). Now since (I, d0) is
rooted and (I, d0) 6∈ Lr(A2), we have (I, d0) 6∈ Lr(A2),
we have (I, d0) 6∈ L(A2). Hence (I, d0) ∈ L(A1)\L(A2),
which means that L(A1) 6⊆ L(A2).

For the other direction, suppose that L(A1) 6⊆ L(A2).
Then there is some pointed ΣN ∪ ΣE-interpretation (I, d0)
such that (I, d0) ∈ L(A1) and (I, d0) 6∈ L(A2). Let
(J , d0) be the pointed interpretation obtained by unravel-
ling (I, d0) using only ΣE-edges. Obviously, (J , d0) is
rooted. One can now show that (J , d0) ∈ Lr(A1) and
(J , d0) 6∈ Lr(A2). Hence Lr(A1) 6⊆ Lr(A2), which
means that the claim is proved. o

It thus suffices to reduce EA containment over rooted mod-
els to APTA containment over rooted models. Let A =
(Q,P,ΣN ,ΣE , δ) be an EA. We define an APTA A′ =

(Q′,ΣN ,ΣE , q
′
0, δ
′,Ω′) as follows:

Q′ = {q′0} ]Q ] {q | q ∈ Q} ] P
δ′(q′0) =

∧
q∈Q

(q ∨ q) ∧
∧
r∈ΣE

[r]q′0

δ′(q) =

 ∨
A→q∈δ

A ∨
∨

q1∧···∧qn→q∈δ

∧
i=1..n

qi ∨
∨

〈r〉q1→q∈δ

〈r〉q1


∧
∧

q→p∈δ

p

if true→ q /∈ δ
δ′(q) = true if true→ q ∈ δ
δ′(q) =

∧
A→q∈δ

¬A ∧
∧

q1∧···∧qn→q∈δ

∨
i=1..n

qi ∧
∧

〈r〉q1→q∈δ

[r]q1

if true→ q /∈ δ
δ′(q) = false if true→ q ∈ δ
δ′(p) =

∧
p→p1∈δ

p1 ∧
∧

p→〈r〉p1∈δ

〈r〉p1 ∧
∧

p→A∈δ

A

if p→ false /∈ δ
δ′(p) = false if p→ false ∈ δ

Ω′(q′) = 0 for all q′ ∈ Q′

Lemma 46. Lr(A) = Lr(A′).

Proof. (⇒) Suppose (I, d0) ∈ Lr(A). Then by Lemma 40,
the canonical pre-run ρIc of the EA A on (I, d0) is consis-
tent. We need to show that there is an accepting run of the
APTA A′ on (I, d0). Our argument is that such a run exists
in the limit of an inductive construction we will define. In
order to do that we need some preliminaries.

We say that a node x of a Q′ × ∆I-labelled tree (T, `)
has a defect if `(x) = (q′, d), for some q′ ∈ Q′, and (T, `)
does not respect some condition of a run of A′ on (I, d0)
for (q′, d), e.g., if δ′(q′) = q1 ∧ q2 then x does not have
two sons y1, y2 with `(y1) = (q1, d) and `(y2) = (q2, d).
A Q′ × ∆I-labelled tree is called ρIc -conforming if for all
x ∈ T ,

• if `(x) = (q, d), where q ∈ Q, then q ∈ ρIc (d);

• if `(x) = (p, d), where p ∈ P , then there is a witness for
p at d;

• if `(x) = (q, d), where q ∈ Q, then q 6∈ ρIc (d).

Claim 1. There is some ρIc -conforming Q′ × ∆I-labelled
tree. Define the Q′ ×∆I-labelled tree (T, `) as follows:

• T = {x0};
• `(x0) = (q′0, d0).

By definition, q′0 6∈ Q ∪ P . This immediately yields that
(T, `) is ρIc -conforming. Thus, the claim holds.

Claim 2. For every ρIc -conforming Q′ × ∆I-labelled tree
(T, `) and for every x ∈ T with a defect, there is some ρIc -
conforming Q′×∆I-labelled tree that extends (T, `) and in
this new tree x lacks this defect.

Let `(x) = (q′, d). We distinguish all the cases for q′.



• q′ = q′0. For every q ∈ Q, let sq = q if q ∈ ρIc (d) and
let sq = q if q 6∈ ρIc (d); and add a new son yq of x to
T with `(yq) = (sq, d). Moreover, for every e ∈ ∆I be
with (d, e) ∈ rI , where r ∈ ΣE , add a new son ye of x
to T with `(ye) = (q′0, e). It is easy to see that the new
(T, `) is ρIc -conforming and that x lacks defect caused by
the transition δ′(q′0).

• q′ = q, for some q ∈ Q. If true → q ∈ δ, then
δ′(q) = true and we do not have to show anything. There-
fore suppose that true → q 6∈ δ. We remind the reader
that ρIc is defined as the limit of a sequence of maps
ρIc,0 ⊆ ρIc,1 ⊆ ρIc,2 · · · from ∆I to 2Q using Conditions
1 to 4 of runs. Since we assumed that true → q 6∈ δ,
q ∈ ρIc (d) because for some i ∈ N, the antecedent of
Condition 2, 3, or 4 was satisfied at ρIc,i, q 6∈ ρIc,i(d), and
q ∈ ρIc,i+1(d). Depending on the condition applied, we
can easily fix the defect of the transition caused by the big
disjunct in δ′(q). Here we only show it for Condition 2.
Suppose q ∈ ρIc (d) because of some A → q ∈ δ. Then
i = 0 and d ∈ AI . Add a son y of x with `(y) = (A, d).
It is easy to see that the big disjunct in δ′(q) is satisfied.
Now let p ∈ P with q → p. Since (T, `) is ρIc -conforming
and ρIc is consistent, there is a witness for p at d; add a
new son yp of x and set `(yp) = (p, d). Obviously, (T, `)
is ρIc -conforming and x lacks this defect in the new tree.

• q′ = q, for some q ∈ Q. We have q 6∈ ρIc (d) since (T, `)
is ρIc -conforming. Let A ∈ ΣN with A → q ∈ δ. We
have d 6∈ AI because otherwise by the definition of ρIc , q
would be in ρIc (d), which is a contradiction. This means
that

∧
A→q∈δ ¬A is satisfied. Now let q1 ∧ . . . ∧ qn →

q ∈ δ. It must be that qi 6∈ ρIc (d), for some qi because
otherwise by the definition of ρIc , q would be in ρIc (d),
which is a contradiction again. Add a new son yqi of x to
T and set `(yqi) = (qi, d). It is not hard to see that the
resulting tree is ρIc -conforming and the relevant conjunct
of δ′(q) is satisfied. Finally, let 〈r〉q1 → q ∈ δ. We
know that there is no e ∈ ∆I with (d, e) ∈ rI and q1 ∈
ρIc (e) because otherwise q would be in ρIc (d), which is a
contradiction. Therefore add a new son ye of x to T and
set `(ye) = (q1, e), for every e ∈ ∆I with (d, e) ∈ rI .
Observe that the resulting tree is ρIc -conforming and the
relevant conjunct of δ′(q) is satisfied.

• q′ = p. First we observe that p → false 6∈ δ; for other-
wise, we obtain a contradiction to the fact that ρIc is con-
sistent since (T, `) is ρIc -conforming. Now by the fact that
(T, `) is ρIc -conforming, we know that there is a witness
σ for p at d. For every p1 ∈ P with p→ p1 ∈ δ, we have
p1 ∈ σ(d) by definition; add a new successor yp1 of x to
T and set `(yp1) = (p1, d). It is not hard to see that the re-
sulting tree is ρIc -conforming and the relevant conjunct of
δ′(p) is satisfied. For every p1 ∈ P with p → 〈r〉p1 ∈ δ,
by the definition of σ, we have that there is some e ∈ ∆I

with (d, e) ∈ rI and p1 ∈ σ(e); add a new successor ye
of x to T and set `(ye) = (p1, e). Again the resulting
tree is ρIc -conforming and the relevant conjunct of δ′(p)
is satisfied. Finally, since σ is a witness for p, for every
A ∈ ΣN with p → A ∈ δ, we know that d ∈ AI . Hence

the relevant conjunct of δ′(p) is satisfied.

We have thus shown that every kind of defect caused by a
transition can be fixed. This marks the end of the proof of
the claim.

Now this direction of the lemma can be shown as follows.
By Claim 1, we know that there is some ρIc -conformingQ′×
∆I-labelled tree. We start with that tree and inductively fix a
defect, which we know can be done by Claim 2. In the limit
of this construction, the resulting tree (T, `) will be defect-
free. Using the defect-freeness of (T, `), it is not hard to
show that (T, `) is a run of A′ on (I, d0).

(⇐) Suppose (I, d0) ∈ Lr(A′). Then there is a run (T, `) of
the APTAA′ on (I, d0). We need to show that there is some
run ofA on (I, d0). By Lemma 40, it is enough to show that
the canonical pre-run ρIc of A on (I, d0) is consistent. This
will be a consequence of a series of claims.

Claim 3. For all d ∈ ∆I and q ∈ Q, if q ∈ ρIc (d) then for
all x ∈ T , `(x) 6= (q, d).

We remind the reader that ρIc is defined as the limit of a
sequence of maps ρIc,0 ⊆ ρIc,1 ⊆ ρIc,2 · · · from ∆I to 2Q.
The proof is by induction on this sequence. Our inductive
hypothesis is that for every d ∈ ∆I and q ∈ Q, if q ∈ ρIc,i(d)
then for all x ∈ T , `(x) 6= (q, d).

As the base case, ρIc,0 is defined as follows:

ρIc,0(d) = {q ∈ Q | true→ q ∈ δ} ∪
{q ∈ Q | A→ q ∈ δ ∧ d ∈ AI}.

Suppose for some d ∈ ∆I and q ∈ Q that q ∈ ρIc,0(d).
We proceed towards contradiction so suppose that there is
some x ∈ T such that `(x) = (q, d). Now q ∈ ρIc,0(d)
either because of (i) true → q ∈ δ or (ii) A → q ∈ δ and
d ∈ AI . Suppose (i). By definition, δ′(q) = false. But
this is a contradiction since `(x) = (q, d). Suppose now that
(ii) holds. By definition, ¬A is a conjunct of δ′(q). This
implies d 6∈ AI , which contradicts with d ∈ AI . Hence we
can conclude that the inductive hypothesis holds for the base
case.

Now, in order to construct ρIc,i+1 from ρIc,i, we first con-
struct an extension σIc,i of ρIc,i by exhaustively applying
Condition 3 of runs, and then construct ρIc,i+1 as an exten-
sion of σIc,i by applying the Condition 4 of runs. Denote by
σIc,i,0, σ

I
c,i,1 · · · the sequence of maps such that σIc,i,0 = ρIc,i

and whose limit is σIc,i. By induction on this sequence, we
now show that for every d ∈ ∆I and q ∈ Q, if q ∈ σIc,i,j(d)
then for all x ∈ T , `(x) 6= (q, d).

The base case is satisfied immediately because by as-
sumption, σIc,i,0 = ρIc,i and ρIc,i satisfies this property.

For the inductive step, suppose for some q1 ∧ . . . ∧ qn →
q ∈ δ and some d ∈ ∆I that {q1, . . . , qn} ⊆ σIc,i,j(d),
q 6∈ σIc,i,j(d), and q ∈ σIc,i,j+1(d). We proceed towards
contradiction so assume that there is some x ∈ T such that
`(x) = (q, d). By definition, q1 ∨ . . . ∨ qn is a conjunct of
δ′(q). This means there is some y ∈ T such that `(y) =



(qk, d), for some k ∈ {1, . . . , n}. But this contradicts with
the fact that σIc,i,j satisfies the inductive hypothesis.

Thus we conclude that σc,i satisfies the required property.
Now denote by τIc,i,0, τ

I
c,i,1 · · · the sequence of maps such

that τIc,i,0 = σIc,i and whose limit is ρIc,i+1. By induction
on this sequence, we now show that for every d ∈ ∆I and
q ∈ Q, if q ∈ τIc,i,j(d) then for all x ∈ T , `(x) 6= (q, d).

The base case is satisfied immediately because by as-
sumption, τIc,i,0 = σIc,i and σIc,i satisfies this property.

For the inductive step, suppose for some 〈r〉q1 → q ∈ δ
and some d, e ∈ ∆I that (d, e) ∈ rI , q1 ∈ τIc,i,j(e),
q 6∈ τIc,i,j(d), and q ∈ τIc,i,j+1(d). We proceed towards
contradiction so assume that there is some x ∈ T such that
`(x) = (q, d). By definition, [r]q1 is a conjunct of δ′(q).
This means there is some y ∈ T such that `(y) = (q1, e).
But this contradicts with the fact that τIc,i,j satisfies the in-
ductive hypothesis.

Hence we conclude that the inductive hypothesis holds for
all τc,i,j and in particular ρIc,i+1. This means that the claim
is proved.

Claim 4. For all d ∈ ∆I and q ∈ Q, if q ∈ ρIc (d) then there
is some x ∈ T such that `(x) = (q, d).

Suppose for some d ∈ ∆I and q ∈ Q that q ∈ ρIc (d).
Since d is reachable from d0 along a path of ΣE-edges,
the conjunct

∧
r∈ΣE

[r]q′0 of δ′(q′0) guarantees that there is
some x ∈ T such that `(x) = (q′0, d). Then by the conjunct∧
q∈Q(q∨q) of δ′(q′0), we have that there is some y ∈ T such

that either `(y) = (q, d) or `(y) = (q, d). By q ∈ ρIc (d) and
Claim 3, we know that the latter is not possible. Hence we
conclude that `(y) = (q, d), which means that the claim is
shown.

Suppose q? → p? ∈ δ and for some d? ∈ ∆I ,
q? ∈ ρc(d

?). We are going to define a sequence of maps
σ0 ⊆ σ1 ⊆ σ2 · · · from ∆I to 2P such that the limit in this
sequence is a witness for p? at d?. We need some prelimi-
naries.

We say that a map σ : ∆I → 2P has a defect if for some
p ∈ P and d ∈ ∆I , we have p ∈ σ(d) and σ does not
satisfy Condition 6, 7, 8, or 9 of runs. A map σ : ∆I → 2P

is (T, `)-conforming if for every d ∈ ∆I and p ∈ P if p ∈
σ(d) then there is some x ∈ T with `(x) = (p, d).

Claim 5. There is some (T, `)-conforming map σ : ∆I →
2P with p? ∈ σ(d?).

For all d ∈ ∆I , define σ(d) = {p?} if d = d?; and σ(d) = ∅
if d 6= d?. By q? ∈ ρc(d

?) and the Claim 4 we have that
there is some x ∈ T such that `(x) = (q?, d?). Then by
definition, p? is a conjunct of δ′(q). This implies that there
is some y ∈ T such that `(y) = (p?, d?). Hence σ is (T, `)-
conforming and p? ∈ σ(d?). This marks the end of the proof
of the claim.

Claim 6 For every (T, `)-conforming map σ : ∆I → 2P

with a defect, there is some (T, `)-conforming map σ′ that
extends σ and lacks this defect.

We need to distinguish between Condition 6, 7, 8, and 9 of

runs.

• Suppose p → p1 ∈ δ, p ∈ σ(d), and p1 6∈ σ(d). Since
σ is (T, `)-conforming, there is some x ∈ T such that
`(x) = (p, d). Then by definition, p1 is a conjunct of
δ′(p). This implies that there is some y ∈ T such that
`(y) = (p1, d). Add p to σ(d) and denote by σ′ the re-
sulting function. Clearly, σ′ is (T, `)-conforming.

The remaining items are left as an exercise. Hence the claim
follows.

Now we can show that the canonical pre-run ρIc of A on
(I, d0) is consistent. We have assumed for an arbitrary q? →
p? ∈ δ and d? ∈ ∆I that q? ∈ ρc(d?). By Claim 5, we know
that there is some (T, `)-conforming map σ0 : ∆I → 2P

with p? ∈ σ0(d?). We start with that map and inductively
fix a defect, which we know can be done by Claim 6. In the
limit of this construction, the resulting map σ is defect-free
and p? ∈ σ(d?). Hence σ is a witness for p? at d?.

o

Lemma 18. The class of languages accepted by EAs is
closed under intersection. It is not closed under comple-
mentation and union.

Proof. (sketch) For intersection, let Ai =
(Qi, Pi,ΣN ,ΣE , p0,i, δi) be an EA, for i ∈ {1, 2}.
Assume w.l.o.g. that Q1, Q2, P1, P2 are pairwise disjoint.
Define a new automaton A = (Q,P,ΣN ,ΣE , p0, δ) by
setting Q = Q1 ]Q2, P = P1 ] P2 ] {p0}, and

δ = δ1 ∪ δ2 ∪ {p0 → p0,1, p0 → p0,2}.

It is not hard to verify that L(A) = L(A1) ∩ L(A2).
For negation, note that we can easily build an EA A such

that L(A) consists of all pointed interpretations that satisfy
the EL-CI A v ∃r.B.

For complementation, it suffices to note that EAs are
closed under intersection, that closure under both intersec-
tion and complementation means that containment can be
reduced to emptiness, and that by Theorem 15 emptiness of
EAs is strictly simpler than containment.

For union, note that we can easily build EAs A1 and A2

such that Ai consists of all pointed interpretations that sat-
isfy the EL-CI A v Bi. Now assume there is an EA A with
L(A) = L(A1) ∪ L(A2). Let I1, I2, and I be interpreta-
tions that consist of a single point d such that d satisfies A
and B1 in I1, A and B2 in I2, and only A in I. We have
I1, I2 ∈ L(A), but I /∈ L(A). As I is the product of I1

and I2, this is impossible by Lemma 16. o

D Proofs for Section 6
For the proofs of Theorems 20 and 21 we require some
preparation.

We introduce

• canonical models and their properties for EAs;

• for any EA A, an equivalence relation ∼A between
pointed interpretations;

• bisimulations and the finite depth versions of equisimula-
tions and bisimulations.



For a given EAA = (Q,P,ΣN ,ΣE , δ) and p, p′ ∈ Q∪P ,
we set p →∗ p′ if p = p′ or there exist p0, . . . , pn such that
p = p0, pn = p′ and pi → pi+1 ∈ δ for all i < n. We set
p→∗ 〈r〉p′ if there exists p0 with p→∗ p0, p0 → 〈r〉p′ ∈ δ;
we set p→∗ A if there exists p′ with p→∗ p′ and p′ → A ∈
δ.

Proposition 47 (Canonical Extension). Let I be an inter-
pretation such that for every d ∈ ∆I there exists a model
J ∈ L(A) with (I, d) ≤ (J , e) for some e ∈ ∆J .
Then one can construct an extension I ′ ∈ L(A) of I such
that for every J ∈ L(A): from (I, d) ≤ (J , e) follows
(I ′, d) ≤ (J , e).

Proof. (Sketch) Assume I is given. First define I0 as fol-
lows

• ∆I0 = ∆I ∪ P ;

• rI0 = rI ∪ {(p1, p2) | p1 →∗ 〈r〉p2}, for r ∈ NR;

• AI0 = AI ∪ {p ∈ P | p→∗ A}, for A ∈ NC.

Consider the following two update rules:

• For every A ∈ ΣN :

AJ := AJ ∪ {d | q ∈ ρJc (d), q →∗ A}

• For every r ∈ ΣE :

rJ := rJ ∪ {(d, p′) | q ∈ ρJc (d), q →∗ 〈r〉p′}

Let I0, I1, . . . be the sequence of interpretations obtained
by applying the two rules exhaustively to I0. Clearly the se-
quences stabilizes, say at n. Let I∗n denote the subinterpre-
tation of In generated by points reachable from ∆I . One
can show that that I ′ := I∗n is as required. o

By consider the interpretation I corresponding to an EL-
concept C, we obtain a canonical model for an EA A and a
concept C:

Proposition 48. Let C be a concept with L(A) 6|= C v ⊥.
Then one can construct an interpretation IC with dC ∈ ∆IC

and IC ∈ L(A) such that for every J ∈ L(A) with d ∈
CJ : (IC , dC) ≤ (J , d).

Given an EA A, we set (I1, d1) ∼A (I2, d2) iff

1. ρI1c (d1) = ρI2c (d2);

2. the same p ∈ P have a witness at d1 and d2.

Lemma 49. (I1, d1) ≈Σ (I2, d2) implies (I1, d1) ∼A
(I2, d2).

For a tree interpretation I and d ∈ ∆I , we denote by I(d)
the tree interpretation generated by the subtree generated by
d in I.

Lemma 50. Let I be a tree interpretation and d ∈ ∆I .
Assume (I(d), d) ∼A (J , ρJ ) for a tree interpretation J ∈
L(A). Replace I(d) by J in I and denote the resulting tree
interpretation by K. Then I ∈ L(A) iff K ∈ L(A).

Proof. Can be proved using canonical run. o

In addition to simulations and equisimulation, we require
bisimulations. We characterize equivalence w.r.t. ALCΣ-
concepts using bisimulations. Two pointed interpreta-
tions are ALCΣ-m-equivalent, in symbols (I1, d1) ≡mALC,Σ
(I2, d2), if, and only if, for all ALCΣ-concepts C with
rd(C) ≤ m, d1 ∈ CI1 iff d2 ∈ CI2 . They are ELΣ-m-
equivalent, in symbols (I1, d1) ≡mEL,Σ (I2, d2), if, and only
if, for all ELΣ-concepts C with rd(C) ≤ m, d1 ∈ CI1 iff
d2 ∈ CI2 .

The corresponding model-theoretic notion are m-
bisimilarity and m-equisimilarity. We define m-bisimilarity
inductively as follows: (I1, d1) and (I2, d2) are
• (Σ, 0)-bisimilar, in symbols (I1, d1) ∼0

Σ (I2, d2), if d1 ∈
AI1 iff d2 ∈ AI2 for all A ∈ Σ ∩ NC.

• (Σ, n+ 1)-bisimilar, in symbols (I1, d1) ∼n+1
Σ (I2, d2),

if (I1, d1) ∼0
Σ (I2, d2) and

– for all (d1, e1) ∈ rI1 there exists e2 ∈ ∆I2 such that
(d2, e2) ∈ rI2 and (I1, e1) ∼nΣ (I2, e2), for all r ∈ Σ;

– for all (d2, e2) ∈ rI2 there exists e1 ∈ ∆I1 such that
(d1, e1) ∈ rI1 and (I1, e1) ∼nΣ (I2, e2), for all r ∈ Σ.

(Σ,m)-equisimilarity, denoted by (I1, d1) ≈mΣ (I2, d2),
is defined in the obvious way. Σ-bisimilarity, denoted by
(I1, d1) ∼Σ (I2, d2), is defined as usual.
Lemma 51. (1) For all pointed interpretations (I1, d1) and
(I2, d2), all signatures Σ, and all m ≥ 0: (I1, d1) ≡mALC,Σ
(I2, d2) if, and only if, (I1, d1) ∼mΣ (I2, d2).

(2)For all pointed interpretations (I1, d1) and (I2, d2),
all signatures Σ, and all m ≥ 0: (I1, d1) ≡mEL,Σ (I2, d2) if,
and only if, (I1, d1) ≈mΣ (I2, d2).

The following result is proved in (Lutz, Piro, and Wolter
2011).
Lemma 52. Let (I1, d1) and (I2, d2) be pointed interpreta-
tions such that (I1, d1) ∼mΣ (I2, d2). Then there exist Σ-tree
interpretations J1 and J2 such that
• (J1, ρ

J1) ∼Σ (I1, d1);
• (J2, ρ

J2) ∼Σ (I2, d2);

• J≤m1 = J≤m2 .
Moreover, if I1 and I2 have finite outdegree, then one can
find such J1 and J2 that have finite outdegree.
In this section, whenever we have two EAs A1 and A2, we
denote by Σ the union of their alphabets.
Lemma 53. Let T n−1

Σ (A1) = T n−1
Σ (A2); that is, L(A2)

validate the same EL-inclusions of role depth ≤ n− 1. As-
sume (I1, d1) ≈nΣ (I2, d2) are such that I1 ∈ L(A1) and
I2 ∈ L(A2). Then there exist J1, J2 such that
• (J1, d1) ≈nΣ (J2, d2);
• For every (d1, e1) ∈ rJ1 there exists (d2, e2) ∈ rJ2 such

that e1 and e2 are (Σ, n− 1)-equisimilar.
• vice versa;
• J1 ∈ L(A1) and J2 ∈ L(A2);
• (I1, d1) ≈Σ (J1, d1);
• (I2, d2) ≈Σ (J2, d2).



Proof. Let (d1, e1) ∈ rI1 and assume there is no (Σ, n−1)-
equisimilar r-successor of d2 in I2. We find e′ ∈ ∆I2 with
(d2, e

′) ∈ rI2 and (I1, e1) ≤ (I2, e
′). Consider the EL-

concept

C = u
E∈X

E

where X is the set of ELΣ-concepts with e1 ∈ EI1 and
rd(E) ≤ n− 1. Take the canonical model IC from Proposi-
tion 48 (with root dC) in L(A2) and hook it to d2 by making
dC an r-successor to d2 in I2. Denote the resulting interpre-
tation by I ′2. We show:

• (I1, e1) ≈n−1
Σ (IC , dC);

• (I2, d2) ≈Σ (I ′2, d2);

• I ′2 ∈ L(A2).

Point 1 follows from the condition that L(A1) and L(A2)
validate the same inclusions of role-depth ≤ n− 1.

For Point 2 observe that (I2, d2) ≤Σ (I ′2, d2) is trivial
since I ′2 is an extension of I2. (I ′2, d2) ≤Σ (I2, d2) follows
from (IC , dC) ≤Σ (I2, e

′).
Point 3 follows from Point 2 and Lemmas 49 and 50.
Now, first we do the same construction for all e with

(d1, e) ∈ rI1 for which there is no (Σ, n − 1)-equisimilar
r-successor of d2 in I2. Then we do the dual construction
for all e with (d1, e) ∈ rI2 for which there is no (Σ, n− 1)-
equisimilar r-successor of d1 in I1. The resulting interpre-
tations are as required. o

As a consequence, we obtain by induction:

Lemma 54. Assume T nΣ (A1) = T nΣ (A2), that is L(A1)
and L(A2) validate the same ELΣ-inclusions of role depth
≤ n. Assume (I1, d1) ≈nΣ (I2, d2), I1 ∈ L(A1), and I2 ∈
L(A2). Then there exist tree-interpretations J1, J2 of finite
outdegree such that

• J≤n1 = J≤n2 ;
• J1 ∈ L(A1) and J2 ∈ L(A2);
• (I1, d1) ≈Σ (J1, d1) and (I2, d2) ≈Σ (J2, d2).

Proof. Using Lemma 53 one first obtains (Σ, n)-bisimilar
interpretations (J1, d1) and (J2, d2) with the properties of
Points 2 and 3. Using Lemma 52 one can transform them
into tree interpretations. o

We are now in a position to prove Theorem 20 which we first
formulate again.

Theorem 20 Let A be an EA. For all m > 0, the following
conditions are equivalent:

1. There exists k > m such that T mΣ (A) 6|= T kΣ (A);

2. there exist two tree interpretations, I1 and I2, of finite
outdegree such that

• I≤m1 = I≤m2 ;
• I1 ∈ L(A);
• I2 6∈ L(A);
• For all sons d of ρI2 : I2(d) ∈ L(A).

Proof. Assume first that T mΣ (A) 6|= T kΣ (A) for some
k > m. Then there exists m′ ≥ m such that T m′Σ (A) 6|=
T m

′+1
Σ (A). There exists a tree interpretation I of finite out-

degree such that I |= T m′Σ (A) and ρI ∈ CI0 \DI0 for some
C0 v D0 ∈ T m

′+1
Σ (A).

Let

X1 = {E | C a ELΣ-concept, rd(E) ≤ m′, ρI ∈ EI}

and

X2 = {E | C a ELΣ-concept, rd(E) ≤ m′, ρI 6∈ EI}

Since I is a model of T m′Σ (A), C u D is satisfiable in an
interpretation in L(A), where

C = u
E∈X1

, D = u
E∈X2

¬E

Thus, there exists a tree interpretation J of finite outdegree
in L(A) such that

(I, ρI) ≈m
′

Σ (J , ρJ ).

By Lemma 54 (when applying it take an EA A1 such that
with L(A1) equals the class of models of T m′Σ (A)), we can
assume:
• I≤m′ = J≤m′ ;
• J ∈ L(A);

• I |= T m′Σ (A);

• ρI 6∈ CI0 \DI0 ;

For every son d of ρI , as I(d) is a model of T m′Σ (A) we
can argue as above and find tree interpretations Gd and Kd
of finite outdegree such that
• (Gd, ρGd) ≈Σ (I(d), d);

• G≤m
′

d = K≤m
′

d ;
• Kd ∈ L(A);
We have

(J (d), d) ≈m
′−1

Σ (Kd, ρKd).

Thus, by Lemma 54, we find tree interpretations Jd ∈ L(A)
andMd ∈ L(A) of finite outdegree such that
• (Jd, ρJd) ≈Σ (J (d), d);
• (Kd, ρKd) ≈Σ (Md, ρ

Md);

• J≤m
′−1

d = M≤m
′−1

d .

Now define I1 by replacing, for every son d of ρJ , J (d)
by Jd in J . Define I2 by replacing, for every son d of ρI ,
I(d) byMd in I. It is readily checked that I1 and I2 are as
required:

• I≤m1 = I≤m2 : since m′ ≥ m it is sufficient to show
I≤m

′

1 = I≤m
′

2 . But since I≤1 = J≤1 this follows
from J≤m

′−1
d = M≤m

′−1
d for every son d of ρI .

• I1 ∈ L(A) follows, by Lemmas 49 and 50, from
– Jd ∈ L(A) for all sons d of ρI1 ;



– (Jd, ρJd) ≈Σ (J (d), d) for all sons d of ρI1 ;
– J ∈ L(A).

• I2 6∈ L(A) follows from ρI2 ∈ CI20 \D
I2
0 . This follows

from
– (Gd, ρGd) ≈Σ (I(d), d);

– G≤m
′

d = K≤m
′

d ;
– (Kd, ρKd) ≈Σ (Md, ρ

Md);
for all sons d of ρI2 , ρI2 ∈ CI0 \DI0 , and rd(C), rd(D) ≤
m′.

• For all sons d of ρI2 : I2(d) ∈ L(A). This follows from
I2(d) =Md ∈ L(A).

Conversely, assume that I1 and I2 satisfy Condition 2. Then
I2 is a model of T mΣ (A). For assume this is not the case.
Then there exists d ∈ ∆I2 with d ∈ CI2 \ DI2 for some
C v D ∈ T mΣ (A). If d = ρI2 , then d ∈ CI1 \ DI1 ,
by Point 1 of Condition 2. This contradicts I1 ∈ L(A).
If d 6= ρI2 , then d ∈ I(d′) for some son d′ of ρI2 . This
contradicts Point 4.

Now assume that T mΣ (A) |= T kΣ (A) for all k > m.
Let A′ be an EA with alphabet Σ such that L(A′) =
mod(T mΣ (A)). Then L(A) = L(A′) by Lemma 56 below.
But then I2 ∈ L(A) which contradicts Point 3. o

To prove Theorem 21, we show the following lemma, where
MA be 2|Q∪P |.
Lemma 55. Let A be an EA. The following conditions are
equivalent:

1. there exists k > M2
A + 1 such that TM2

A+1 6|= Tk;

2. Condition 2 from Theorem 20 holds for m = M2
A + 1;

3. Condition 2 from Theorem 20 holds for all m > 0;
4. There does not exists an ELΣ-TBox T with A ≡ELΣ T .

Proof. It remains to prove the implication from (2.) to
(3.). Take tree interpretations I1 and I2 satisfying Condi-
tion 2 of Theorem 20 for some m ≥M2

A + 1. We show that
there exist tree interpretations J1 and J2 satisfying Condi-
tion 2 of Theorem 20 form+1. The implication then follows
by induction.

The depth of a node d in a tree interpretation is the
length of the path from its root to d. Let D be the set of
d ∈ ∆I1 of depth m such that I1(d)≤1 6= I2(d)≤1 (i.e.,
the restrictions of I1 to {d′ | d′ son of d in I1} and I2 to
{d′ | d′ son of d in I2} do not coincide). If D = ∅, then
I≤m+1

1 = I≤m+1
2 and the claim is proved. Otherwise

choose f ∈ D and consider the path

ρI1 = d0r0d1 · · · rm−1dm = f

with (di, di+1) ∈ rI1i for all i < m. As m ≥M2
A + 1, there

exists 0 < i < j ≤ m such that both,

(I1, di) ∼A (I1, dj), (I2, di) ∼A (I2, dj).

Replace I1(dj) by I1(di) in I1 and denote the resulting in-
terpretation byK1. Similarly, replace I2(dj) by I2(di) in I2

and denote the resulting interpretation K2. By Lemma 50,
K1 and K2 still have Properties (1)-(4). of Condition 2 of

Theorem 20. Moreover, the set D′ of all d ∈ ∆I
′
1 of depth

m such that K1(d)≤1 6= K2(d)≤1 is a subset of D not con-
taining f . Thus, we can proceed with D′ in the same way as
above until the set is empty. Denote the resulting interpreta-
tions by J1 and J2, respectively. They still have Properties
(1)–(4), but now for some m′ > m. o

Proposition 23, as stated in Section 6, is an immediate
consequence of the following lemma. In the lemma, Lf (A)
is L(A) restricted to interpretations with finite outdegree.
Lemma 56. Let A1,A2 be EAs over the same alphabets Σ.
Then the following are equivalent:

1. T (A2) ⊆ T (A1);
2. TΣ(A2) ⊆ TΣ(A1);
3. Lf (A1) ⊆ Lf (A2).
4. L(A1) ⊆ L(A2);
Proof. The implication “1 ⇒ 2” is trivial, and “2 ⇒ 3”
and “3⇒ 4”are proved in Lemma 57 and Lemma 58 below,
respectively. It thus remains to show “4 ⇒ 1”. Let A1,A2

be EAs over the same alphabet Σ = ΣN ∪ ΣE such that
L(A1) ⊆ L(A2) and let A1 6|= C v D. Then there is
an interpretation I ∈ L(A1) such that CI \ DI 6= ∅. By
L(A1) ⊆ L(A2), we have I ∈ L(A2) and consequently
A2 6|= C v D as required. o

Lemma 57. For all EAs A1,A2 over the same alphabet
Σ = ΣN ∪ ΣE , TΣ(A2) ⊆ TΣ(A1) implies Lf (A1) ⊆
Lf (A2).
Proof. Let A1,A2 be EAs over the same alphabet Σ =
ΣN∪ΣE such that TΣ(A2) ⊆ TΣ(A1). We start by showing
a series of claims that we need for the proof.

Associate a single concept Cp,n to each state p ∈ P2 and
each n ≥ 0:

• Cp,0 =u{A | p→∗2 A} u{
⊥ if p→∗2 false

> otherwise

• Cp,i+1 = Cp,i uu{∃r.Cp′,i | p→∗2 〈r〉p′}
Using the definition of the concepts Cp,n, it is easy to prove
the following.

Claim 1.
1. For all p ∈ P2 and m ≤ n, A2 |= Cp,n v Cp,m.
2. If p→ p′ ∈ δ2, then A2 |= Cp,n v Cp′,n for all n ≥ 0.
The proof of the claim is not hard. For Item 1, we observe
that for all i ≥ 0, we haveA2 |= Cp,i+1 v Cp,i becauseCp,i
appears as a conjunct in Cp,i+1. Once this is established,
Item 1 follows trivially.

For Item 2, we use induction. Suppose p → p′ ∈ δ2. As
the base case, we need to show thatA2 |= Cp,0 v Cp′,0. We
distinguish cases for p and p′.
• p →∗2 false. In this case, |= Cp,0 ≡ ⊥. Then it trivially

follows that A2 |= Cp,0 v Cp′,0.
• p′ →∗2 false. In this case, |= Cp′,0 ≡ ⊥, and by p → p′,
|= Cp,0 ≡ ⊥. Hence A2 |= Cp,0 v Cp′,0.



• Neither p→∗2 false nor p′ →?
2 false. Let Sp = {A | p→∗2

A} and Sp′ = {A | p′ →∗2 A}. Since p → p′ ∈ δ2,
Sp ⊇ Sp′ . Hence A2 |= Cp,0 v Cp′,0.

For the inductive step, let Sp = {∃r.Cp1,i | p →∗2 〈r〉p1}
and Sp′ = {∃r.Cp1,i | p′ →∗2 〈r〉p1}. By p → p′, we have
Sp ⊇ Sp′ ; and by the inductive hypothesis, A2 |= Cp,i v
Cp′,i. But then A2 |= Cp,i uuSp v Cp′,i uuSp′ , i.e.,
A2 |= Cp,i+1 v Cp′,i+1.

We have just shown that Claim 1 holds.

Claim 2. For all interpretations I, d ∈ ∆I , p ∈ P2, and
n ≥ 0, if there is a witness for p at d then d ∈ CIp,n.

The proof is by induction on n. As the base case, we need to
show that d ∈ CIp,0. To this aim, we will show that d ∈ CI ,
for every conjunct C of Cp,0. Let C be a conjunct of Cp,0.
C 6= ⊥ because this means p →∗2 false, which contradicts
with the fact that there is a witness for p at d. If C = >, then
it immediately follows that d ∈ >I . Otherwise, C = A, for
some concept name A with p →∗2 A. Since the witness is
closed under Conditions 6 and 8 of runs, we have d ∈ AI .
Hence we conclude that d ∈ CIp,0.

For the inductive step, we show that d ∈ CI , for every
conjunct C of Cp,i+1. If C = Cp,i, then d ∈ CIp,i, by the
inductive hypothesis. Otherwise C = ∃r.Cp′,i, for some
p→∗2 〈r〉p′. Since there is a witness σ for p at d, by Condi-
tion 6 and 7 of runs, there is some e ∈ ∆I with (d, e) ∈ rI
and p′ ∈ σ(e). By the inductive hypothesis, e ∈ CIp′,i. But
then d ∈ (∃r.Cp′,i)I . Hence the claim follows.

We also need to define concepts for states in Q2 and n ≥
0. But first we need some definitions. For each set W ⊆ Q2

and q ∈ Q2, we write W →∧ q iff q ∈ W∧, where W∧ is
obtained from W by exhaustively applying Conditions 3 of
runs as a rule.

We associate with every state q ∈ Q and every n ≥ 0 a
set Sq,n of EL-concepts of role depth n:

• Sq,0 = {A | A→ q ∈ δ2} ∪ {> | true→ q ∈ δ2}
• Sq,i+1 consists of

– all minimal conjunctionsC1u· · ·uCk such thatW →∧
q, where W = {q′ | Cj ∈ Sq′,i};

– all concepts ∃r.C such that there is some q′ ∈ Q2 with
C ∈ Sq′,i and 〈r〉q′ → q ∈ δ2.

Claim 3 and 4 relate the sets Sq,n to canonical pre-runs of
A2.

Claim 3. For all interpretations I, d ∈ ∆I , q ∈ Q2, and
n ≥ 0, if q ∈ ρI,2c,n(d) then there is some C ∈ Sq,n such that
d ∈ CI .

The proof is by induction. As the base case, let q ∈ ρI,2c,0 (d).
Then by the definition of ρI,2c,0 , either (i) true → q ∈ δ2 or
(ii) d ∈ AI andA→ q ∈ δ2. Suppose (i) holds. Then by the
definition of Sq,0, we obtain > ∈ Sq,0. Obviously d ∈ >I .
Suppose now (ii) holds. Then by the definition of Sq,0, we
immediately obtain A ∈ Sq,0. Hence in both cases, there is
some C ∈ Sq,0 such that d ∈ CI .

For the inductive step, let q ∈ ρI,2c,i+1(d). Now we have
that either q ∈ ρI,2c,i (d) or q 6∈ ρI,2c,i (d). Suppose first q ∈
ρI,2c,i (d). Then by the inductive hypothesis, there is some
C ∈ Sq,i such that d ∈ CI . Since {q} →∧ q, we have by
the definition of Sq,i+1 that C ∈ Sq,i+1. Hence the claim
follows in this case. Now suppose q 6∈ ρI,2c,i (d). In order to
construct ρI,2c,i+1 from ρI,2c,i , we first construct an extension
σI,2c,i of ρI,2c,i by exhaustively applying Condition 3 of runs,
and then construct ρI,2c,i+1 as an extension of σI,2c,i by applying
the Condition 4 of runs. We distinguish these two cases.

1. q ∈ σI,2c,i (d)\ρI,2c,i (d). This means ρI,2c,i (d)→∧ q, because
otherwise q 6∈ σI,2c,i (d). Let ρI,2c,i (d) = {q1, . . . , qm}.
By the inductive hypothesis, for every j ∈ {1, . . . ,m},
there is some Cj ∈ Sqj ,i such that d ∈ CIj . By
{q1, . . . , qm} →∧ q and the definition of Sq,i+1, there
is some concept D ∈ Sq,i+1 that is equivalent to C1 u
. . . u Cm. Then by d ∈ (C1 u . . . u Cm)I , we obtain
d ∈ DI .

2. q ∈ ρI,2c,i+1(d) \ σIc,i(d). This means for some e ∈ ∆I ,
q′ ∈ Q2, and r ∈ ΣE , we have (d, e) ∈ rI , 〈r〉q′ →
q ∈ δ2, and q′ ∈ σc,i(e). By the inductive hypothesis,
there is some C ∈ Sq′,i such that e ∈ CI . By C ∈ Sq′,i,
〈r〉q′ → q ∈ δ2, and the definition of Sq,i+1, we have
∃r.C ∈ Sq,i+1. Moreover, by (d, e) ∈ rI and e ∈ CI ,
we have d ∈ (∃r.C)I .

Hence in both cases, there is some C ∈ Sq,i+1 such that
d ∈ CI . This marks the end of the proof of the Claim 3.

Claim 4. For all interpretations I, q ∈ Q2, n ≥ 0, C ∈
Sq,n, and d ∈ ∆I , if d ∈ CI then q ∈ ρI,2c,n(d).

Let I be an interpretation. The proof is by induction on
n. As the base case, suppose C ∈ Sq,0 and d ∈ CI . By
the definition of Sq,0, we have that C = > or for some
A → q ∈ δ2, C = A. If the former holds, then trivially it
holds that d ∈ >I ; therefore, suppose that latter holds. Then
by the definition of ρIc,0, q ∈ ρIc,0(d). Hence the base case
satisfies the claim.

For the inductive step, suppose that C ∈ Sq,i+1 and d ∈
CI . We distinguish cases for C.
• C = C1u. . .uCk. Then there is someW = {q1, . . . , qk}

such that Cj ∈ Sqj ,i for all j ∈ {1, . . . , k} and W →∧ q.
By the inductive hypothesis and the fact that d ∈ CIj , for
all j ∈ {1, . . . , k}, we obtain that {q1, . . . , qk} ⊆ ρIc,i(d).
Since W →∧ q and we exhaustively apply Condition 3 of
runs to ρIc,i to obtain ρIc,i+1, it follows that q ∈ ρIc,i+1(d).

• C = ∃r.D. Then there is some q′ ∈ Q2 with D ∈ Sq′,i
and 〈ri〉q′ → q ∈ δ2. Since d ∈ (∃r.D)I , there is some
e ∈ ∆I such that (d, e) ∈ rI and e ∈ DI . By the induc-
tive hypothesis, q′ ∈ ρIc,i(e). But then by the definition of
ρIc,i+1, we have q ∈ ρIc,i+1(d).

Hence in both cases, it follows that q ∈ ρIc,i+1(d).This
marks the end of the proof of Claim 3.



Claim 5 relates sets Sq,n to concepts Cp,n.

Claim 5. For all q → p ∈ δ2, if C ∈ Sq,n, where n ≥ 0,
then A2 |= C v Cp,i, for all i ≥ 0.

Suppose q → p ∈ δ2 and C ∈ Sq,n, for an n ≥ 0. Let
I ∈ L(A2) and let d ∈ ∆I with d ∈ CI . By Claim 4,
q ∈ ρI,2c,n(d). This means, q ∈ ρI,2c (d), where ρI,2c is the
canonical pre-run of A2 on I. Since I ∈ L(A2), ρI,2c is
consistent. In particular, there is a witness for p at d. Then
by Claim 2, for all i ≥ 0, d ∈ CIp,i. This marks the end of
the proof of Claim 5.

Now we progress with the proof of the lemma by making
use of the claims we have shown. Let I ∈ Lf (A1) and let
ρI,2c be the canonical pre-run of A2 on I. We need to show
that ρI,2c is consistent, i.e., for each d0 ∈ ∆I , q0 ∈ ρI,2c (d0),
and q0 → p0 ∈ δ2, there is a witness for p0 at d0. Fix such
d0, q0, and p0.

By the definition of ρI,2c , there is an n ≥ 0 such that
q0 ∈ ρI,2c,n (d0). By Claim 3 this implies that there is some
concept C ∈ Sq0,n such that d0 ∈ CI . Then by Claim 5, we
have A2 |= C v Cp0,j , for all j ≥ 0. This and TΣ(A2) ⊆
TΣ(A1) imply that A1 |= C v Cp0,j , for all j ≥ 0. Finally,
by this, I ∈ Lf (A1), and d0 ∈ CI , we have d0 ∈ CIp0,j , for
all j ≥ 0. We use this fact to identify the desired witness for
p0 as the limit σ of a sequence σ0, σ1, . . . of maps from ∆I

to 2P2 such that the following condition is satisfied:

(∗) if σi(d) is defined and p ∈ σi(d), then d ∈ CIp,n for all
n ≥ 0.

Start with setting

σ0(d0) = {p | p0 →∗2 p}

and σ0(d) = ∅ for all d 6= d0. Now let p ∈ σ0(d0). By
definition, p0 →∗2 p. If p = p0 then by the fact that d0 ∈
CIp0,n for all n ≥ 0, (∗) is immediately satisfied. Now let
p 6= p0 and n ≥ 0. Then by the fact that d0 ∈ CIp0,n for all
n ≥ 0 and Point 2 of Claim 1, d0 ∈ CIp,n. Hence (∗) is also
satisfied in this case.

Now, σi+1 is obtained by extending σi as follows. When-
ever p ∈ σi(d) and p → 〈r〉p′ ∈ δ2, but there is no
(d, d′) ∈ rI such that p′ ∈ σi(d

′), then do the follow-
ing. By (∗) and definition of the concepts Cp,n, we have
d ∈ (∃r.Cp′,n)I for all n ≥ 0. Since I is of finite outdegree,
there is a (d, d′) ∈ rI with d′ ∈ Cp′,n for infinitely many n.
By Point 1 of Claim 1, this actually yields d′ ∈ Cp′,n for all
n ≥ 0. Add

{p′′ | p′ →∗2 p′′}

to σi+1(d′). By Point 2 of Claim 1, it is clear that (∗) is
satisfied.

By definition, σ is a witness for p0 at d0. Hence I ∈
Lf (A2). o

Lemma 58. For all EAs A1,A2 over the same alphabets
ΣN , ΣE , Lf (A1) ⊆ Lf (A2) implies L(A1) ⊆ L(A2).

Proof. Suppose L(A1) 6⊆ L(A2), i.e., there is an inter-
pretation I ∈ L(A1) \ L(A2). We show how to restrict
I to an intepretation I ′ of finite outdegree such that still
I ′ ∈ L(A1) \ L(A2). Let ρI,ic be canonical pre-run of Ai
on I. Since I /∈ L(A2), there are d0 ∈ ∆I , q0 ∈ ρI,2c , and
q0 → p0 ∈ δ2 such that there is no witness for p0 at d0. For
each d ∈ ∆I , q ∈ ρI,1c , and q → p ∈ δ1, select a witness
σd,p for p at d. Let S be the union of all these witnesses, i.e.,

S(d) =
⋃

d′∈∆I ,p∈P1

σd′,p(d).

We select a subsetW ⊆ ∆I as the limit of a sequenceW0 ⊆
W1 ⊆ · · · ⊆ ∆I . Start with setting W0 = {d0} and define
Wi+1 as Wi, extended as follows:

1. if d ∈ Wi, q ∈ ρI,i(d) for i ∈ {1, 2}, 〈r〉q′ → q ∈ δi,
there is a d′ ∈ ∆I with (d, d′) ∈ rI and q′ ∈ ρI,i(d′),
and there is no such d′ in Wi, then select a single such d′
and add it to Wi+1;

2. if d ∈ Wi, p ∈ S(d), and p → 〈r〉p′ ∈ δ1, and there is
no d′ ∈ Wi such that r(d, d′) ∈ I and p′ ∈ S(d), then
select such a d′ (which exists by definition of witnesses)
and add it to Wi+1.

Let I ′ be the restriction of I to W . It is easy to see that
I ′ is of finite outdegree since for each d ∈ ∆I , there can
be at most one successor for each q ∈ Q1 ] Q2 ] P1 and
r ∈ ΣE ∩ NR. It thus remains to show that I ′ ∈ L(A1) and
I ′ /∈ L(A2). The following is easy to prove by induction on
the construction of ρI,ic and ρI

′,i
c :

Claim 1. For all d ∈ ∆I
′

and i ∈ {1, 2}, we have ρI,ic (d) =

ρI
′,i

c (d).

Let S′ be the restriction of S to W . By construction of W
and using Claim 1, it is easy to show that for every d ∈ ∆I

′
,

q ∈ ρI′,1c (d), and q → p ∈ δ1, S′ is a witness for p at d. By
Lemma 40, we have thus shown that I ′ ∈ L(A1).

Assume to the contrary of what remains to be shown that
I ′ ∈ L(A2). Then there is a witness σ for p0 at d0. Using
the construction of I ′, it is not hard to verify that σ is also a
witness for p0 at d0 in I, contradicting the fact that no such
witness exists. o

E Proofs for Section 7
Theorem 24. Let T be an EL-TBox and Σ ⊆ sig(T ) a
signature. Then there exists an EA AT ,Σ = (Q,P,Σ ∩
NC,Σ ∩ NR, δ) with |Q| ∈ O(|T |) such that L(AT ,Σ) =

clΣ≈(mod(T )).

“⊆”. Let I ∈ L(AT ,Σ) and ρ be a run of AT ,Σ on I. We
construct a model J of T such that for all d ∈ ∆I , there is
an e ∈ ∆J with (I, d) ≈Σ (J , e).

Fix, for each D = ∃r.C ∈ sub(T ) with r /∈ Σ and each
d ∈ ∆I with pD ∈ ρ(d) a least tree model JC,d of C and
T , i.e., JC,d is a tree model of T with root d ∈ CJC,d and
for all models J of T and e ∈ CJ , we have (JC,d, d) ≤
(J , e).Moreover, let JD,d be obtained from JC,d by adding



d as a fresh root which has an r-edge into the former root.
Assume w.l.o.g. that the domains of all chosen models are
pairwise disjoint, and that each model JD,d shares with I
only the domain element d. Let Γ be the set of all models
JD,d chosen. Now define J as:

∆J = ∆I ∪
⋃

JD,d∈Γ

∆JD,d

AJ = AI ∪
⋃

JD,d∈Γ

AJD,d

rJ = rI ∪
⋃

JD,d∈Γ

rJD,d

The following claim clarifies the concept memberships of
elements from ∆J \∆I . It is trivial to prove by induction on
the structure of C, exploiting the fact that all interpretations
in Γ are tree shaped.

Claim 3. For all JD,d ∈ Γ, e ∈ ∆JD,d \ {d}, and C ∈
sub(T ), we have e ∈ CJD,d iff e ∈ CJ .

The following claim clarifies the concept memberships of
the elements from ∆I .

Claim 4. For all d ∈ ∆I and C ∈ sub(T ), the following
are true:

1. d ∈ CJ implies that qC ∈ ρ(d) or C = ∃r.D for some
r /∈ Σ and D ∈ sub(T );

2. pC ∈ ρ(d) implies d ∈ CJ .
Proof of claim. The proof is by induction on the structure
of C:
• C = >. Point 1 is easy by the transition true → q> and

Point 2 since >J = ∆J .
• C = A ∈ NC. For Point 1, d ∈ AJ implies d ∈ AI

by definition of J , and thus the transition A→ qA yields
qA ∈ ρ(d). For Point 2, pA ∈ ρ(d) implies d ∈ AI due
to the transition pA → A, and thus d ∈ AJ by definition
of AJ .

• C = C1 u C2. Easy using the semantics, IH, and the
transitions qC1

∧ qC2
→ qC , pC → pC1

, and pC → pC2
.

• C = ∃r.C1. For Point 1, let (d, e) ∈ rJ with r ∈ Σ
and e ∈ CJ1 . By construction of J , this implies e ∈
∆I . Thus IH yields qC1

∈ ρ(e). Due to the transition
〈r〉qC1

→ q∃r.C1
, we have q∃r.C1

∈ ρ(d).

For Point 2, assume that p∃r.C1 ∈ ρ(d). First assume that
r ∈ Σ. Because of the transition p∃r.C → 〈r〉C, there is
a (d, e) ∈ rI with pC ∈ ρ(e). IH yields e ∈ CJ and we
are done.
Now assume that r /∈ Σ and consider the model J∃r.C1,d.
Since d ∈ (∃r.C1)J∃r.C1,d , there is an e ∈ CJ∃r.C1,d

1 with
(d, e) ∈ rJ∃r.C1,d . By definition of J and Claim 3, we
have (d, e) ∈ rJ and e ∈ CJ1 and thus we are done.
This finishes the proof of Claim 4.

Wa can now show that J is a model of T . Let C v D ∈ T .
By Claim 3, d ∈ CJ implies d ∈ DJ for each d ∈ ∆J \∆I .

Thus assume d ∈ CJ with d ∈ ∆I . If C does not take
the form ∃r.D with r /∈ Σ, then Point 1 of Claim 3 yields
qD ∈ ρ(d) and thus the transition qC → pD and Point 2 of
Claim 3 yield d ∈ CI . If C = ∃r.E with r /∈ Σ, then by
construction of J we find a C ′ = ∃r.E′ such that pC′ ∈
ρ(d) and the unique r-successor e of the root of JC′,d is a
witness for C at d, that is, (d, e) ∈ rJ and e ∈ CJ . By
Claim 3, e ∈ CI . Since e is the root of a least tree model for
E′ and T , we have T |= E′ v E, and thus T |= C ′ v C.
Due to the transitions pC′ → pC and pC → pD, we thus
have pD ∈ ρ(d) which yields d ∈ DJ by Point 2 of Claim 3.

To finish the proof of Theorem 24, it thus suffices to show
the following.

Claim 5. For all d ∈ ∆I , we have (I, d) ≈Σ (J , d).

Proof of claim. It suffices to note that the relation

S = {(d, d) | d ∈ ∆I}
is a Σ-simulation from I to J and also from J to I. The
former is immediate since AI ⊆ AJ for every A ∈ NR and
rI ⊆ rJ for every r ∈ NR. For the latter, let J− by the
restriction of J to those elements that are reachable from an
element in ∆I by following a (possibly empty) sequence of
Σ-role edges. It clearly suffices to show that S is a simu-
lation from J− to I which is trivial since AI = AJ

−
for

every A ∈ NR and rI = rJ
−

for every r ∈ NR.

Theorem 27. Given an EL-TBox T and signature Σ, it is
EXPTIME-hard to decide whether there is an EL-TBox that
is the uniform ELΣ-interpolant of T .

Proof. We employ the ExpTime-hardness proof for conser-
vative extensions for EL given in (Lutz and Wolter 2010)
which we advise the reader to have at hand. It is proved in
(Lutz and Wolter 2010) that for EL-TBoxes T ⊆ T ′ and
B ∈ sig(T ) such that

1. all inclusions in T ′ are of the form C v A with A a con-
cept name,

2. B does not occur on the left-hand-side of inclusions in T ′,
3. If C v E ∈ T ′ \ T , then E = B or E 6∈ sig(T ),
4. T ′ is a conservative extension of T iff there exists a

sig(T )-concept C with T 6|= C v B and T ′ |= C v B;
it is ExpTime-hard to decide whether T ′ is a conservative
extension of T .

Now assume T ⊆ T ′ with Properties (1.)–(4.) are given.
Let A0, E0, A1, E1 be fresh concept names, r a fresh role
name, and set Σ = sig(T ) ∪ {A0, E0, r}.

Obtain a TBox T0 from T by replacing every occurrence
ofB byBuA0 and adding {BuA0 v ∃r.E0, E0 v ∃r.E0}
to T . Obtain a TBox T ′0 from T ′ by replacing every occur-
rence of B by B uA1 and adding {B uA1 v ∃r.E1, E1 v
∃r.E1} to T ′.
Claim. T ′ is a conservative extension of T iff T0 ∪ T ′0 has a
ELΣ-uniform interpolant.

The direction (⇒) is straightforward by proving that if T ′
is a conservative extension of T then T0 is a uniform ELΣ-
interpolant of T0 ∪ T ′0 .



Conversely, assume that T ′ is not a conservative extension
of T . By Point 3, there is a Σ-concept C such that T ′ |=
C v B and T 6|= C v B. Then T0 ∪ T ′0 |= C v B u A1

and, therefore, T0∪T ′0 |= C v ∃rn.>, for all n ≥ 0. Now, if
a uniform ELΣ-interpolant U exists, then U |= C v B uA0

and, therefore T0 ∪ T ′0 |= C v A0. But then T |= C v B,
and we have derived a contradiction. o

F Proofs for Section 8
We state the two points of Lemma 31 as separate lemmas.

Lemma 59. If I ∈ L(AT ), then I |= C v D for all EL-
CIs C v D with T |= C v D.

Proof. Let I ∈ L(AT ) and let ρ be a run of AT on I. We
want to show that for any EL inclusion C0 v D0 with I 6|=
C0 v D0, we have T 6|= C0 v D0. W.l.o.g., we assume that
I is a tree model and that C0 v D0 is violated at the root
d0 of T . We first establish some technical claims. For every
Γ ⊆ dis(T ), let cons(Γ) be the set of all sets S ⊆ sub(T )
such that there is a model IS of T and a d ∈ ∆IS such that
d ∈ (uΓ)IS and for all D ∈ sub(T ), we have d ∈ DIS iff
D ∈ S. We have

• T |=uΓ v t
S∈cons(Γ)

uS and

• T |=uS vuΓ, for all S ∈ cons(Γ).

The former is immediate by definition of cons. For the latter,
let S ∈ cons(Γ), C ∈ Γ, and C ′ be the top-level DNF of
C, i.e., C ′ is the result of converting C ′ into DNF where
C ′ is viewed as a propositional formula with concept names
and existential restrictions as variables. The existence of the
model IS implies that for some disjunct D1 u · · · u Dk of
C ′, we have D1, . . . , Dk ∈ S. Therefore, T |=uS v C.

Claim 1. For all Γ ⊆ dis(T ) and EL-concepts ∃r.D with
T |= uΓ v ∃r.D, there are ∃r.D1, . . . ,∃r.Dn ∈ sub(T )
such that T |=uΓ v ∃r.D1 t · · · t ∃r.Dn v ∃r.D.
Proof of claim. Let T |= uΓ v ∃r.D. It suffices to show
that for each S ∈ cons(Γ), there is an ∃r.DS ∈ S such that
T |= ∃r.DS v ∃r.D. Assume to the contrary that this is
not the case, i.e., there is an S ∈ cons(Γ) such that for each
∃r.E ∈ S, we have T 6|= ∃r.E v ∃r.D. Then there is,
for each ∃r.E ∈ S, a tree model I∃r.E of T that satisfies
∃r.E at the root d0. Assume w.l.o.g. that the domains of
the models I∃r.E are pairwise disjoint, except for the shared
root d0. Let I be the union of all the models I∃r.E modified
to make true at the root d0 exactly the concept names in
S. Further modify I by exhaustively applying the following
rule: if A ≡ CA ∈ T and d0 ∈ CIA, then make A true at d0.
To obtain a contradiction to T |= C v ∃r.D, it remains to
show the following:

1. I is a model of T .

2. d0 ∈ (uΓ)I

3. d0 /∈ (∃r.D)I .

First for Point 1. Let A ≡ CA ∈ T or A v CA ∈ T
and d ∈ AI . If d 6= d0, then we have d ∈ CIA since each
I∃r.E is a model of T . It thus remains to deal with the case

d = d0. If d0 ∈ AI , then by construction of I, there are two
cases. The first one is A ∈ S. Then CA ∈ S by definition of
cons(C), which yields d0 ∈ CIA by construction of I. The
second case is that A was made true at d0 in the extension
step. Let I0, I1, . . . , Im = I be the sequence of models
produced in this step. It is not hard to show by induction on
i that for all A ≡ CA ∈ T with A made true at d0 in Ii+1,
we have d0 ∈ CIiA . It follows that d0 ∈ CIA as required.
Now let A ≡ CA ∈ T and d ∈ CIA. If d 6= d0, then we have
d ∈ AI since each I∃r.E is a model of T . If d = d0, then
the extension step yields d0 ∈ AI .

For Point 2, the construction of I yields d0 ∈ (uS)I .
Since T |= uS v uΓ, we obtain d0 ∈ (uΓ)I . Point 3
is immediate by the semantics of existential restrictions and
the construction of I. This finishes the proof of Claim 1.

Claim 2. For all d ∈ ∆I , C ∈ dis(T ), and EL-concepts D,
pC ∈ ρ(d) and T |= C v D implies d ∈ DI .

Proof of claim. The proof is by induction on the role depth
of D. For role depth 0, D is a conjunction of concept names
A1 u · · · uAn. For 1 ≤ i ≤ n, we have T |= C v Ai
and thus Ai ∈ sub(T ) and the transition pC → Ai yields
d ∈ AIi as required. For the induction step, assume

D = A1 u · · · uAk u ∃r1.D1 u · · · u ∃rn.Dn.

We can argue as in the induction start that d ∈ AIi for 1 ≤
i ≤ k. For the existential restrictions, select an ∃ri.Di with
1 ≤ i ≤ n. By Claim 1, we find existential restrictions
∃ri.C1, . . . ,∃ri.Ck ∈ sub(T ) such that

T |= C v ∃ri.C1 t · · · t ∃ri.Ck v ∃ri.Di.

Thus T |= C v ∃ri.(C1t· · ·tCk) and the transition pC →
〈ri〉pC1t···tCk

yields a (d, e) ∈ rIi with pC1t···tCk
∈ ρ(e).

We also have T |= C1 t · · · t Ck v Di and can thus apply
IH to obtain e ∈ DIi and are done. This finishes the proof of
Claim 2.

From now on, we will for convenience confuse the set ρ(d)
and the conjunctionu{C | qC ∈ ρ(d)}. Note that the states
pC in ρ(d) are ignored.

Claim 3. For all EL-concepts C and d ∈ ∆I , we have that
T |= ρ(d) v C implies d ∈ CI .

Proof of claim. It clearly suffices to consider concepts C of
the form A ∈ NC and ∃r.D. For C = A a concept name,
the transitions

∧
ρ(d) → qA, qA → pA, and pA → A yield

d ∈ AI . It thus remains to consider the case C = ∃r.D.
Let T |= ρ(d) v ∃r.D. By Claim 1, we find existential
restrictions ∃ri.C1, . . . ,∃ri.Ck ∈ sub(T ) such that

T |= ρ(d) v ∃r.C1 t · · · t ∃r.Ck v ∃r.D.
By the transition

∧
ρ(d) → q∃r.C1t···t∃r.Ck

and q∃r.C1t···t∃r.Ck
→ p∃r.C1t···t∃r.Ck

, we
have p∃r.C1t···t∃r.Ck

∈ ρ(d). Since T |=
∃r.C1 t · · · t ∃r.Ck v ∃r.(C1 t · · · t Ck), the tran-
sition p∃r.C1t···t∃r.Ck

→ 〈r〉pC1t···tCk
ensures that there

is a (d, e) ∈ rI with pC1t···tCk
∈ ρ(e). By Claim 2 and

since T |= C1 t · · · tCk v D, it follows that e ∈ DI , thus
d ∈ (∃r.D)I as required. This finishes the proof of Claim 3.



For all d ∈ ∆I , we use I|d to denote the restriction of I to
the sub tree interpretation rooted at d. An extension of a tree
interpretation J with root e is a tree interpretation J ′ with
root e′ such that (J , e) ≤ (J ′, e′).

Claim 4. For all d ∈ ∆I and each concept name A with
d /∈ AI , there is an extension IA of I|d that is a model of T
and satisfies d /∈ AIA .

Proof of claim. A T -type is a subset t ⊆ sub(T ) such that
the following conditions are satisfied:

1. C uD ∈ t iff C ∈ t and D ∈ t, for all C uD ∈ sub(T );
2. C tD ∈ t iff C ∈ t or D ∈ t, for all C tD ∈ sub(T );
3. for all A v C ∈ T , A ∈ t implies C ∈ t;
4. for all A ≡ C ∈ T , A ∈ t iff C ∈ t;
5. if ∃r.C ∈ t and T |= C v D1 t · · · tDn with each Di

a conjunction of concepts from sub(T ), then there is an
i ∈ {1, . . . , n} such that for all conjuncts D of Di with
∃r.D ∈ sub(T ), we have ∃r.D ∈ t.

We say that a type is realized in an interpretation H at an
e ∈ ∆H if t = {C ∈ sub(T ) | e ∈ CH}. We define a total
function π : ∆I|d → TP such that

(∗) for all e ∈ ∆I|d , T |= π(e) v ρ(e), i.e., qC1t···tCk
∈

ρ(e) implies that one of C1, . . . , Ck is in π(e).
Specifically, π is defined as follows:
• Since d /∈ AI , Claim 3 yields T 6|= ρ(d) v A. Thus,

there is a model H of T and an e ∈ ∆H such that e ∈
ρ(d)H \ AH. Choose as π(d) the type realized at e in H.
It is easy to see that (∗) is satisfied.

• Let π(e) be defined, (e, e′) ∈ rI , and π(e′) be undefined.
Let ∃r.C1, . . . ,∃r.Cn be the existential restrictions in
sub(T ) \ π(e) that concern the role name r. We want
to show that there is a t′ ∈ TP with {C1, . . . , Cn} ∩
t′ = ∅ and such that T |= t′ v ρ(e′), and then set
π′(e) = t′. Assume to the contrary that there is no such
t′. Then T |= ρ(e′) v C1 t · · · t Cn and the transi-
tion

∧
ρ(e′) → qC1t···tCn

yields qC1t···tCn
∈ ρ(e′).

The transition 〈r〉qC1t···tCn
→ q∃r.C1t···t∃r.Cn

yields
q∃r.C1t···t∃r.Cn ∈ ρ(e), in contradiction to the fact that
(∗) is satisfied and none of the ∃r.C1, . . . ,∃r.Cn occurs
in π(e).

By Condition 5 of types we find, for each e ∈ ∆I|d and
∃r.C ∈ π(e), a tree model Ie,∃r.C of T such that ∃r.C is sat-
isfied at the root e of Ie,∃r.C and for every ∃r.D ∈ sub(T )
satisfied at e in Ie,∃r.C , we have ∃r.D ∈ π(e). Let Γ be the
set of all models Ie,∃r.C . Assume w.l.o.g. that all models
Ie,∃r.C ∈ Γ share with ∆I only the root and that models
from Γ have pairwise disjoint domains, except possibly for
the root. Define an interpretation IA as follows:

∆IA = ∆I|d ∪
⋃

Ie,∃r.C∈Γ

∆Ie,∃r.C

AIA = {e ∈ ∆I|d | A ∈ π(e)} ∪
⋃

Ie,∃r.C∈Γ

AIe,∃r.C

rIA = rI ∪
⋃

Ie,∃r.C∈Γ

rIe,∃r.C

It is not hard to prove the following by induction on the
structure of C, details are left to the reader:
1. for all Ie,∃r.C ∈ Γ and e′ ∈ ∆Ie,∃r.C \ {e} and C ∈

sub(T ), we have e′ ∈ CIA iff e′ ∈ CIe,∃r.C ;

2. for all e ∈ ∆I|d and C ∈ sub(T ), we have e ∈ CIA iff
C ∈ π(e).

Since each Ie,∃r.C ∈ Γ is a model of T and by Point 2 above
together with Properties 3 and 4 of types, we have that IA
is a model of T . Since A /∈ π(d0) and by Condition 2, we
also have d /∈ AIA , as required. This finishes the proof of
Claim 4.

Now back to the main proof. We have to convert I into a
model of T such that d0 still satisfies C0, but not D0. As a
first step, we annotate some elements of I with subconcepts
of D0 that are false at those elements. To start choose, for
each C ∈ sub(D0) and each d ∈ ∆I with d /∈ CI , a con-
cept w(d,C) ∈ sub(D0) that is either a concept name or an
existential restriction, occurs as a conjunct in C (which in-
cludes the case w(d,C) = C), and satisfies d /∈ w(d,C)I .
Define a partial function µ : ∆I → sub(D0), as follows:
1. µ(d0) = w(d0, D0);
2. if µ(d) = ∃r.C, then for all (d, e) ∈ rI , we have e /∈ CI ;

set µ(e) = w(e, C) for all those e;
Let ∆ICN be the set of all d ∈ ∆I with µ(d) a concept name
and ∆I∃ the set of all d ∈ ∆I with µ(d) an existential restric-
tion. To convert I into the desired model of T , we attach an
additional model Id to each d ∈ ∆I∃ and replace each subin-
terpretation I|d of I with d ∈ ∆ICN with a suitable extension
of I|d, in the sense of Claim 4. Note that µ(e) is undefined
for all elements in I|d except d itself, and thus no conflicts
arise for these replacements. More specifically, choose the
required models as follows:
• For each d ∈ ∆ICN with µ(d) = A, by Claim 4, we find

an extension Id of I|d that is a model of T and such that
d /∈ AId .

• For each d ∈ ∆I∃ , d /∈ µ(d)I and Claim 3 yield T 6|=
ρ(d) v µ(d), and thus we find a tree model Id of T that
satisfies ρ(d) at its root d, but not µ(d).

Assume w.l.o.g. that each model Id, d ∈ ∆ICN shares with
I only the elements in ∆I|d , that each model Id, d ∈ ∆I∃
shares with I only the root d, and that d 6= d′ implies that
∆Id ∩∆Id′ = ∅. Define an interpretation J ′ as follows:

∆J
′

= ∆I ∪
⋃

d∈∆INC∪∆I∃

∆Id

AJ
′

= AI ∪
⋃

d∈∆INC∪∆I∃

AId

rJ
′

= rI ∪
⋃

d∈∆INC∪∆I∃

rId

and let J be obtained from J ′ by exhaustively applying the
following rule: if A ≡ CA ∈ T and d ∈ CJA for some
d ∈ ∆I∃ , then make A true at d. It remains to show the
following, as it implies T 6|= C0 v D0:



1. J is a model of T .
2. d0 ∈ CJ0 .

3. for all d ∈ ∆I with µ(d) defined, we have d /∈ µ(d)J .
First for Point 1. LetA ≡ CA ∈ T orA v CA ∈ T and d ∈
AJ . If d ∈ ∆J \∆I∃ , then d ∈ AJ implies d ∈ CJA since
each Id is a model of T and by construction of J . It thus
remains to deal with the case that d ∈ ∆I∃ . If d ∈ AJ , then
by construction of J , there are three cases. The first one is
d ∈ AI . Then the transition A → qA yields qA ∈ ρ(d),
thus d ∈ AId . Since Id is a model of T , we have d ∈ CIdA ,
which gives d ∈ CJA be construction of J . The second case
is d ∈ AId , and we can argue as before. The third case
is that A was made true at d when J ′ was extended to J .
Let J ′ = J0,J1, . . . ,Jm = J be the sequence of models
produced during the extension. It is not hard to show by
induction on i that for all B ≡ CB ∈ T with B made true
at d in Ji+1, we have d ∈ CJi

B . It follows that d ∈ CJA as
required. Now let A ≡ CA ∈ T and d ∈ CJA . Due to the
extension step, we then also have d ∈ AJ .

Point 2 is immediate by construction of J and since d0 ∈
CI0 . It thus remains to address Point 3. For each d ∈ ∆I

with µ(d) defined, let dist(d) be the length of the path from
d0 to d. Moreover, let m = maxd dist(d). We show by
induction on m − dist(d) that for all d ∈ ∆I with µ(d)
defined, we have d /∈ µ(d)J . In the induction start, µ(d) is
a concept name A. Then the choice of Id and construction
of J ′ yields d /∈ AJ ′ . By construction of J and since d /∈
∆I∃ , this yields d /∈ AJ . In the induction step, µ(d) is an
existential restriction ∃r.C. Let (d, e) ∈ rJ ′ with e ∈ CJ ′ .
If e ∈ ∆I , then µ(e) is w(e, C) and thus we obtain e /∈ CJ ′

by IH. The only other choice is e ∈ ∆Id , and thus also
(d, e) ∈ rId . However, Id does not satisfy µ(d) = ∃r.C at
the root, thus e /∈ CId , which yields e /∈ CJ ′ . o

To complete the proof of Theorem 33 given in the main
paper, it remains to show the following.
Lemma 60. T is satisfiable iff there is no EL-approximant
of T ′.
Proof.
“⇒” Assume T is satisfiable. We have

T |= Ei v ∃sn.>,

for i = 1, 2 and all n > 0. It is readily checked that no EL-
approximant can axiomatize those inclusions for all n > 0.
For the proof it is important to observe that since T is satisfi-
able there are models of T ′ satisfying Ei such that M is not
satisfied; one can obtain such interpretations from models of
T . It follows that in such interpretations F is not satisfied
either. Hence, F cannot be used to axiomatize the inclusions
above.

“⇐” This direction is more involved. We show the con-
trapositive, i.e., if T is not satisfiable then there is an EL-
approximant of T ′. Assume T is not satisfiable. First we
show:

Claim 1. T ′ |= D vM .

We proceed towards contradiction. Suppose that the claim
does not hold, i.e., D u ¬M is satisfiable w.r.t. T ′. We
show that T is satisfiable, which is a contradiction to our
assumption that T is not satisfiable. Since D u ¬M is sat-
isfiable w.r.t. T ′, there is some model I of T ′ such that
(D u ¬M)I 6= ∅. We set

∆I
′

= (D u ¬M)I

and define I ′ as the restriction of I to ∆I
′
. We show that I ′

is a model of T . To this aim, we distinguish all axioms that
can appear in T .

• Ai ≡ > ∈ T . Then Ai ≡ D t M ∈ T ′ and thus by
I |= T ′, we have I |= Ai ≡ DtM . Now I ′ |= Ai v >,
since Ai v > is a tautology. It remains to show I ′ |=
> v Ai, i.e., ∆I

′ ⊆ AI′i . Suppose d ∈ ∆I
′
. Then by the

construction of I ′, d ∈ (Du¬M)I . Since (Du¬M)I ⊆
(D tM)I , d ∈ (D tM)I . Then by I |= Ai ≡ D tM ,
we have d ∈ AIi . SinceAI

′

i is defined as the restriction of
AIi to ∆I

′
and d ∈ ∆I

′
, it follows that d ∈ AI′i . Hence

I ′ |= > v Ai.
• Ai ≡ P ∈ T . Then Ai ≡ (P uD) tM ∈ T ′ and thus

by I |= T ′, we have I |= Ai ≡ (P uD) tM .
Suppose d ∈ AI′i . By the construction of I ′, this implies
d ∈ AIi . Then by I |= Ai ≡ (PuD)tM , d ∈ ((PuD)t
M)I . Since d ∈ ∆I

′
, we have that d 6∈ MI . Therefore

d ∈ (P uD)I . Finally by d ∈ P I and d ∈ ∆I
′
, we have

that d ∈ P I′ .
Conversely, suppose d ∈ P I

′
. By the construction of

I ′, this implies d ∈ P I ; and by d ∈ ∆I
′
, we have that

d ∈ DI . Hence d ∈ (P u D)I . Since (P u D)I ⊆
(P uD)tM)I , d ∈ (P uD)tM)I . Then by I |= Ai ≡
(P uD) tM , d ∈ AIi . Finally by d ∈ ∆I

′
, this implies

d ∈ AI′i .

• Ai ≡ ¬Aj ∈ T . Then Ai ≡ (Aj u D) tM ∈ T ′ and
thus by I |= T ′, we have I |= Ai ≡ (Aj uD) tM .

Suppose d ∈ AI′i . By the construction of I ′, this implies
d ∈ AIi . Then by I |= Ai ≡ (Aj uD)tM and d 6∈MI ,
d ∈ (Aj u D)I . Since d ∈ A

I
j and d 6∈ MI , we have

d 6∈ AIj . Finally by d 6∈ AIj and d ∈ ∆I
′
, d 6∈ AI′j .

Conversely, let d ∈ ∆I
′

and d 6∈ AI′j . These imply d ∈
DI and d 6∈ AIj . From these, we obtain that d ∈ A

I
j .

That is we have d ∈ (Aj u D)I . Since (Aj u D)I ⊆
((Aj uD)tM)I and I |= Ai ≡ (Aj uD)tM , d ∈ AIi .
Finally by d ∈ ∆I

′
, this implies d ∈ AI′i .

• Ai ≡ B1uB2 ∈ T . ThenAi ≡ (B1uB2uD)tM ∈ T ′
and thus by I |= T ′, we have I |= Ai ≡ (B1uB2uD)t
M .
Suppose d ∈ AI′i . By the construction of I ′, this implies
d ∈ AIi . Then by I |= Ai ≡ (B1 u B2 u D) tM and
d 6∈MI , we obtain d ∈ (B1 uB2)I . Finally by d ∈ ∆I

′
,

this implies d ∈ (B1 uB2)I
′
.



Conversely, let d ∈ (B1 u B2)I
′
. By the construction of

I ′, this implies d ∈ (B1 u B2)I . Then by d ∈ DI and
I |= Ai ≡ (B1uB2uD)tM , we obtain d ∈ AIi . Finally
by d ∈ ∆I

′
, this implies d ∈ AI′i .

• Let Ai ≡ ∃r.Aj ∈ T . Then Ai ≡ (D u ∃r.(Aj uD)) t
M ∈ T ′ and thus by I |= T ′, we have I |= Ai ≡ (D u
∃r.(Aj uD)) tM .

Suppose d ∈ AI′i . By the construction of I ′, this implies
d ∈ AIi . Then by d 6∈MI and I |= Ai ≡ (D u ∃r.(Aj u
D)) t M , we obtain d ∈ (D u ∃r.(Aj u D))I . This
means there is some e ∈ ∆I such that (d, e) ∈ rI and
e ∈ (Aj u D)I . By d 6∈ MI and (d, e) ∈ rI , we have
e 6∈MI , which implies by e ∈ DI that e ∈ ∆I

′
. Then by

d, e ∈ ∆I
′
, (d, e) ∈ rI , and e ∈ AIj , we obtain (d, e) ∈

rI
′

and e ∈ AI′j . Hence d ∈ (∃r.Aj)I
′
.

Conversely, let d ∈ (∃r.Aj)I
′
. Then there is some e ∈

∆I
′

such that (d, e) ∈ rI′ and e ∈ AI′j . By the construc-
tion of I ′, these imply that (d, e) ∈ rI and e ∈ AIj . Since
d, e ∈ ∆I

′
, we have d, e ∈ DI and thus by (d, e) ∈ rI ,

e ∈ AIj , and I |= Ai ≡ (D u ∃r.(Aj u D)) tM , we
obtain d ∈ AIi . Finally by d ∈ ∆I

′
, this implies d ∈ AI′i .

Hence we conclude that I ′ |= T . But this contradicts with
our assumption that T is not satisfiable. This means that
Claim 1 holds.

Now let T ? be the TBox consisting of the following EL-
CIs:

F v M

M u Ei v F , for i ∈ {1, 2}
Ei v ∃s.F , for i ∈ {1, 2}
F v ∃s.F

M v u
1≤i≤n

Ai

Ai v M , for 1 ≤ i ≤ n
∃r.M v M

D v M

Claim 2. T ′ |= T ?.

We show that for every CI C v D ∈ T ?, we have T ′ |=
C v D.
• F vM : This is an immediate consequence of F ≡ (E1t
E2) uM ∈ T ′.

• M u Ei v F : Again an immediate consequence of F ≡
(E1 t E2) uM ∈ T ′.

• Ei v ∃s.F : By definition Ei v (D u ∃s.(D u (E1 t
E2))) ∈ T ′. This implies

T ′ |= Ei v ∃s.(D u (E1 t E2)) (1)

Now by Claim 1, T ′ |= D v M , and thus we have T ′ |=
∃s.(Du (E1tE2)) v ∃s.(M u (E1tE2)). This and (1)
then imply that T ′ |= Ei v ∃s.(M u (E1tE2)). Finally,

we replace M u (E1 t E2) by F to obtain T ′ |= Ei v
∃s.F , since F ≡ (E1 t E2) uM ∈ T ′.

• F v ∃s.F : By F ≡ (E1 t E2) uM ∈ T ′, T ′ |= F v
E1tE2. Then by T |= Ei v ∃s.F , we obtain T ′ |= F v
∃s.F .

• M v u
1≤i≤n

Ai: Let i ∈ {1, . . . , n}. By the definition of

T ′, there is some CIAi ≡ CtM in T ′, where C actually
depends on the concept Ci such that Ai ≡ Ci ∈ T . Then
by Ai ≡ C tM ∈ T ′, we immediately obtain that M v
Ai, which is what we wanted to show.

• Ai v M . Then by the definition of T ′, there is some CI
Ai ≡ (C u D) tM in T ′. Now let I be a model of T ′
and let s ∈ ∆I with s ∈ AIi . We will show that s ∈MI .
By I |= Ai ≡ (CuD)tM , either s ∈MI or s ∈ DI . If
former is the case, then we are done; otherwise s ∈ DI .
Then by Claim 1, s ∈ MI , which is what we wanted to
show.

• ∃r.M v M . This is an immediate consequence of M ≡
∃r.M t t

1≤i≤n
(Ai uAi) ∈ T ′.

• D vM . We have already shown this in Claim 1.

Hence it follows that T ′ |= T ?. This marks the end of
Claim 2.

Now by Claim 2, we have T ? ⊆EL T ′. We claim that T ?
is an EL-approximant of T ′. To this aim, it remains to show
that T ′ ⊆EL T ?. We show the contrapositive. Suppose
the EL-CI does not follow from T ?, i.e., T ? 6|= C v D.
We need to show that T ′ 6|= C v D. We proceed towards
contradiction so suppose that T ′ |= C v D. In the rest of
the proof, it will be convenient to assume that T contains
at least two axioms, meaning that we have the symbols A1

and A2 at our disposal. If T does not contain at least two
axioms, let T1 be the EL¬-TBox that is a result of adding to
T the definitions Ai ≡ >, for i ∈ {1, 2}, where Ai does not
appear in T . It is not hard to see that T is satisfiable iff T1

is satisfiable. Hence our assumption is w.l.o.g.
Since T ? 6|= C v D, there is some model I0 of T ? with

I0 6|= C v D. W.l.o.g. we assume that I0 is a tree inter-
pretation with ρ0 ∈ CI0 \ DI0 , where ρ0 is the root of I0,
and XI0 = ∅ for all X 6∈ sig(T ′). This is because we can
always unravel a model I of T ? for the individual d ∈ ∆I

with d ∈ CI \ DI . Our aim is to construct a sequence of
interpretations ς = I0, I1, . . ., where Ii+1 is obtained from
Ii by fixing a ‘minimal defect’ in Ii. To be more precise,
we need the following definitions.

Let I be an interpretation in the sequence ς . A defect in
I is a d ∈ ∆I that satisfies one of the following conditions:

1. d ∈ F I and d 6∈ (E1 t E2)I ;

2. d ∈ MI , d 6∈ (∃r.M)I , and d 6∈ A
I
i for all i ∈

{1, . . . , n}.
A repair for a defect d is defined, according to the type of d,
as follows:

• For defects of type 1, the repair consists of two copies I1,
I2 of I which coincide with I with the exception that



– EI11 = EI1 ∪ {d},
– EI22 = EI2 ∪ {d}.

• For defects of type 2, the repair consists of two copies I1,
I2 of I which coincide with I with the exception that

– A
I1
1 = A

I
1 ∪ {d},

– A
I2
2 = A

I
2 ∪ {d}.

We remind the reader that the symbols A1 and A2 we use
in repairs of defects of type 2 appear in T ′ because of our
assumption about T . A minimal defect is a defect d such
that there is no defect on the path from the root of I to d.

Claim 3. Let d0 be a minimal defect of type 1 in I and I1, I2

its repairs. Then for all d ∈ ∆I , (I, d) ≈ (I1 × I2, (d, d)).

Let I, I1, I2, and d0 be as specified in the lemma.
“⇒” Define S = {(d, (d, d)) | d ∈ ∆I}. We claim that
for all d ∈ ∆I , S : (I, d) ≤ (I1 × I2, (d, d)). By ∆I =
∆I1 = ∆I2 , we have S ⊆ ∆I × (∆I1 ×∆I2). Moreover,
for every d ∈ ∆I , (d, (d, d)) ∈ S. It remains to show that
(base) and (forth) are satisfied. Let (d, (d1, d2)) ∈ S.
• (base). Suppose d ∈ AI . By the definition of S, we have
d1 = d2 = d and thus, we need to show that (d, d) ∈
AI1×I2 . d ∈ AI implies by the definition of I1 and I2

that d ∈ AI1 and d ∈ AI2 . Then by the definition of
I1 × I2, (d, d) ∈ AI1×I2 .

• (forth). Suppose (d, e) ∈ rI . By the definition of S,
we have d1 = d2 = d. We need to show that there is
some (e1, e2) ∈ ∆I1×I2 such that ((d, d), (e1, e2)) ∈
rI1×I2 and (e, (e1, e2)) ∈ S. Since {(e, e)} =
{(e1, e2) | (e, (e1, e2)) ∈ S}, it is enough to show that
((d, d), (e, e)) ∈ rI1×I2 . (d, e) ∈ rI implies by the defi-
nition of I1 and I2 that (d, e) ∈ rI1 = rI2 . Then by the
definition of I1 × I2, ((d, d), (e, e)) ∈ rI1×I2 .

Hence it follows that for all d ∈ ∆I , we have S : (I, d) ≤
(I1 × I2, (d, d)).

“⇐” Let S ⊆ (∆I1 × ∆I2) × ∆I consist of all pairs
((d1, d2), d) such that
• level(d) = level(d1) = level(d2);
• if d1 is on the path to d0, then d2 = d;
• if d2 is on the path to d0, then d1 = d;
• if neither d1 nor d2 are on the path to d0, then d ∈
{d1, d2}.

We claim that for all d ∈ ∆I , S : (I1×I2, (d, d)) ≤ (I, d).
Let d ∈ ∆I . By the definition of S, we have ((d, d), d) ∈ S.
It remains to show that (base) and (forth) are satisfied. Let
((d1, d2), d) ∈ S.
• (base) Suppose (d1, d2) ∈ AI1×I2 . Then by the defini-

tion of a product, d1 ∈ AI1 and d2 ∈ AI2 ; and by the
definition of S, level(d) = level(d1) = level(d2). We
distinguish cases.
– d1 is on the path to d0. This means d2 = d. We proceed

towards contradiction so suppose that d 6∈ AI . By the
definition of I2 and d ∈ AI2 , this means that d = d0

and A = E2. Then by d1 ∈ AI1 , we obtain d1 ∈
EI12 . Since EI12 = EI2 , d1 ∈ EI2 . This implies that
d1 6= d0, since d0 is a type 1 defect in I and thus,
d0 6∈ (E1tE2)I . Since d1 is on the path to d0, d1 6= d0

implies that level(d1) < level(d0). But this contradicts
with level(d) = level(d1). Hence d ∈ AI .

– d2 is on the path to d0. Analogous to the previous case.
– Neither d1 nor d2 are on the path to d0. This implies

that d1 6= d0 and d2 6= d0. By assumption we have
that d ∈ {d1, d2}. Suppose first that d = d1. Then by
d1 ∈ AI1 and d1 6= d0, we have d1 ∈ AI . Finally by
d = d1, d ∈ AI . The case for d = d2 can be shown
analogously.

Hence we conclude that (base) is satisfied.

• (forth) Suppose ((d1, d2), (e1, e2)) ∈ rI1×I2 . We need
to show that there is some e ∈ ∆I such that (d, e) ∈ rI
and ((e1, e2), e) ∈ S. By ((d1, d2), (e1, e2)) ∈ rI1×I2 ,
we obtain (d1, e1) ∈ rI1 and (d2, e2) ∈ rI2 . Since rI =
rI1 = rI2 , we have that (d1, e1) ∈ rI and (d2, e2) ∈ rI .
We distinguish cases.

– d1 is on the path to d0. Then d2 = d. By (d2, e2) ∈ rI ,
we have (d, e2) ∈ rI . If we show that ((e1, e2), e2) ∈
S then we are done. Now by (d1, e1) ∈ rI and the
fact that d1 is on the path to d0, we have the following
cases.
∗ e1 is also on the path to d0. Then by the definition

of S, it immediately follows that ((e1, e2), e2) ∈ S,
which is what we wanted to show.
∗ e1 is not on the path to d0 because d1 = d0. Then by

level(d1) = level(d2) = level(d0) and (d2, e2) ∈ rI ,
we have that level(e2) = level(d0) + 1. Hence e2 is
also not on the path to d0. Since neither e1 nor e2 are
on the path to d0, we obtain by the definition of S that
((e1, e2), e2) ∈ S, which is what we wanted to show.

– d2 is on the path to d0. Analogous to the previous case.
– Neither d1 nor d2 are on the path to d0. Then d ∈
{d1, d2}. First suppose that d = d1. This implies
by (d1, e1) ∈ rI that (d, e1) ∈ rI . If we show
that ((e1, e2), e1) ∈ S then we are done. By the fact
that for i ∈ {1, 2}, di is not on the path to d0 and
(di, ei) ∈ rI , ei is also not on the path to d0. But then
((e1, e2), e1) ∈ S, which is what we wanted to show.
The case for d = d2 can be shown analogously.

Hence we conclude that (forth) is satisfied.

This marks the end of the proof of Claim 3. The proof of the
next claim is very similar to that of Claim 3, so we omit it
here.

Claim 4. Let d0 be a minimal defect of type 2 in I and I1, I2

its repairs. Then for all d ∈ ∆I , (I, d) ≈ (I1 × I2, (d, d)).

Now we start from I0 and do the following. We choose a
minimal defect d0 in I0, if it has any. Let Ia and Ib be
the repairs of this defect. By Claim 3 and Claim 4, for all
d ∈ ∆I0 , we have that (I0, d) ≈ (Ia × Ib, (d, d)). By ρ0 ∈
CI0 \DI0 , this implies (ρ0, ρ0) ∈ CIa×Ib \DIa×Ib . Hence
by Lemma 8, we obtain ρ0 ∈ CIa , ρ0 ∈ CIb , and either



ρ0 6∈ DIa or ρ0 6∈ DIb . Let c ∈ {a, b} such that ρ0 6∈
DIc. Set I1 = Ic. Obviously, I1 6|= C v D and I1 lacks
the defect d0. Now we proceed inductively, just as the case
from I0 to I1, to obtain the sequence ς = I0, I1, . . .. The
interpretation I in the limit of this construction satisfies the
following properties:
• ∆I = ∆I0 ;
• EI1 ⊇ E

I0
1 and EI2 ⊇ E

I0
2 ;

• F I0 = F I ⊆ EI1 ∪ EI2 ;

• AI1 ⊇ A
I0
1 and A

I
2 ⊇ A

I0
2 ;

• for all d ∈ ∆I , if d ∈ MI then either d ∈ (∃r.M)I or
d ∈ AIi for some i ∈ {1, . . . , n};

• for all P ∈ (NC ∪ NR) \ {E1, E2, A1, A2},
P I0 = P I ;

• DI = DI0 .
All the items above are immediate consequences of the con-
struction of I, except the last one. Therefore we now show
that

DI = DI0 (2)
That DI0 ⊆ DI is easy to see because the extension of
the concept names A1, . . . , An are the same in I0 and I,
whereas A

I0
1 ⊆ A

I
1 and A

I0
2 ⊆ A

I
2 . For DI ⊆ DI0 , we

proceed towards contradiction. Suppose there is some d ∈
∆I = ∆I0 with d ∈ DI and d 6∈ DI0 . The latter means
that there is some i ∈ {1, . . . , n} such that d 6∈ AI0i and

d 6∈ A
I0
i . Then by I0 |= T ?, M v u

1≤i≤n
Ai ∈ T ?, and

d 6∈ AI0i , we obtain that d 6∈ MI0 . Hence d is not a type 2
defect in I0. But then d 6∈ AIi and d 6∈ AIi , i.e., d 6∈ DI ,
which is a contradiction.

Now using these properties of I, we show that I |= T ′.
To this aim, we show that I satisfies every CI in T ′.
• Ai ≡ C, where C = (C ′ uD) tM . By T ? |= Ai v M

and I0 |= T ?, we have AI0i ⊆ MI0 . This implies that
AIi ⊆ MI , since AIi = AI0i and MI = MI0 . Finally
by C = (C ′ u D) tM we obtain that I |= Ai v C. It
remains to show that I |= C v Ai. To this aim, suppose
d ∈ CI . Then either d ∈ (C ′ u D)I or d ∈ MI . We
distinguish these cases.

– d ∈ MI . Then by M v u
1≤i≤n

Ai ∈ T ?, I0 |= T ?,

AIi = AI0i , and MI = MI0 , we have d ∈ AIi .
– d ∈ (C ′ uD)I . By d ∈ DI and (2), we have d ∈ DI0 .

Then by D v M ∈ T ? and I0 |= T ?, d ∈ MI0 . But
then d ∈ AI0i , by I0 |= T ?. Finally by AI0i = AIi , we
obtain that d ∈ AIi .

Hence in both cases, we have d ∈ AIi , which is what we
wanted to show. Therefore, we conclude that I |= C v
Ai.

• M ≡ ∃r.M t t
1≤i≤n

(Ai u Ai). First we show

the direction from right to left. Suppose d ∈

(
∃r.M t t

1≤i≤n
(Ai uAi)

)I
. Then (i) d ∈ (∃r.M)I or

(ii) d ∈
( t

1≤i≤n
(Ai uAi)

)I
. If (i) then by rI = rI0

and MI = MI0 , we have (∃r.M)I = (∃r.M)I0 , i.e.,
d ∈ (∃r.M)I0 . This implies d ∈ MI0 , by I |= T ? and
∃r.M v M ∈ T ?. Then by MI = MI0 again, we ob-
tain that d ∈MI , which is what we wanted to show. Now
suppose that (ii) holds. Then there is some i ∈ {1, . . . , n}
such that d ∈ (Ai u Ai)I . By d ∈ AIi and AIi = AI0i ,
we have d ∈ AIi . Then by I0 |= Ai v M , we obtain
d ∈ MI0 . Finally by MI = MI0 , we get the desired
result that d ∈MI , which is what we wanted to show.
Conversely, we make use of the fact that I is defect-free.
Suppose d ∈MI . This means d ∈MI0 , by MI = MI0 .
If d is a not type 2 defect in I0 then the desired result fol-
lows. Otherwise, suppose that d is a type 2 defect in I0.
By d ∈ MI0 , we have d ∈ AI0i for all i ∈ {1, . . . , n}.
This means d ∈ AIi for all i ∈ {1, . . . , n}, by the
definition of I. So it remains to show that for some
i ∈ {1, . . . , n}, we have d ∈ A

I
i . Since d is a type 2

defect in I0, we have by the definition of I that either
d ∈ AI1 or d ∈ AI2 . But this is what we wanted to show.

• F ≡ (E1 t E2) uM . Suppose d ∈ F I . Then by the
definition of I, we have d ∈ (E1 t E2)I ; and by F v
M ∈ T ?, I0 |= T ?, and the fact that the extension of
F and M are identical in I0 and I, we have d ∈ MI .
Hence I |= F v (E1 t E2) uM . Conversely, suppose
that d ∈MI and d ∈ (E1 tE2)I . By the former and the
definition of I, we have d ∈ MI0 ; and by the latter, we
have that d ∈ EI1 or d ∈ EI2 . Suppose first d ∈ EI1 . We
distinguish cases:

– d ∈ EI01 : Then by M u E1 v F ∈ T ? and I0 |= T ?,
we obtain that d ∈ F I0 . This implies d ∈ F I by F I =
F I0 .

– d 6∈ EI01 : This means d ∈ F I0 by the definition of a
defect. Then by F I = F I0 , we obtain d ∈ F I , which
is what we wanted to show.

The case for d ∈ EI2 is analogous. Hence we conclude
that I |= (E1 t E2) uM v F .

Thus, I |= T ′. Then by T ′ |= C v D, we obtain I |=
C v D. But this is a contradiction since with our inductive
construction of I, we guaranteed that I 6|= C v D. Hence
T ′ ⊆EL T ?, which is what we wanted to show.
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