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Abstract

Boolean functions in Answer Set Programming have proven a useful modelling tool. They are usually specified by means of aggregates or external atoms. A crucial step in computing answer sets for logic programs containing Boolean functions is verifying whether partial interpretations satisfy a Boolean function for all possible values of its undefined atoms. In this paper, we develop a new methodology for showing when such checks can be done in deterministic polynomial time. This provides a unifying view on all currently known polynomial-time decidability results, and furthermore identifies promising new classes that go well beyond the state of the art. Our main technique consists of using an ordering on the atoms to significantly reduce the necessary number of model checks. For many standard aggregates, we show how this ordering can be automatically obtained.

Introduction

Answer set programming (ASP) is a declarative language for knowledge representation and reasoning (Brewka, Eiter, and Truszczyński 2011). ASP programs are interpreted according to the stable model semantics (Gelfond and Lifschitz 1988; 1991), and several definitions were proposed for extensions of the basic language. A particularly useful construct of ASP are aggregate functions (Simons, Niemelä, and Soininen 2002; Liu et al. 2010; Bartholomew, Lee, and Meng 2011; Pelov, Denecker, and Bruynooghe 2007; Son and Pontelli 2007; Shen et al. 2014; Faber, Pfeifer, and Leone 2011; Ferraris 2011; Alviano et al. 2011; Gelfond and Zhang 2014), which allow for expressing properties on sets of atoms declaratively and in a space-efficient way. For example, aggregates are widely used to enforce functional dependencies, where a rule of the form

\( \perp \leftarrow \text{node}(X), \ \text{COUNT} \{ \{ C \mid \text{hasColour}(X, C) \} \} \neq 1 \)

in a graph-colouring problem asserts that the colour of a node is a functional property. On the other hand, aggregates often make the evaluation of programs harder. In fact, the three-valued evaluation of an aggregate, that is, its evaluation with respect to a partial interpretation \( I \), depends in general on the evaluation of the aggregate with respect to exponentially many totalisations of \( I \).

It is important to observe that many of the semantics proposed for interpreting ASP programs with aggregates are not limited to common aggregation functions such as COUNT, SUM, and AVG, but are instead defined for Boolean functions in general (Liu and Truszczynski 2006; Alviano and Faber 2015). In fact, from a semantic viewpoint an aggregate is seen as a black box whose relevant property is the induced (partial) Boolean function mapping (partial) interpretations to Boolean truth values. For example, \( \text{SUM}(\{1 : p, -1 : q\}) \geq 0 \) maps to true any (partial) interpretation assigning true to \( p \) or false to \( q \), and maps to false any (partial) interpretation assigning false to \( p \) and true to \( q \).

It is thanks to this association with Boolean functions that the several semantics for ASP programs with aggregates are defined clearly and uniformly: stable models are defined for programs with Boolean functions in general, and any aggregation function can be added to the language by specifying the associated Boolean function. Using Boolean functions also makes the same definitions of semantics applicable to similar language extensions, such as external or HEX atoms (Eiter et al. 2014).

Another advantage of this generality is the identification of semantic classes of programs with benign computational properties. For example, programs with monotone and convex (Liu and Truszczynski 2006) Boolean functions are associated with lower complexity classes in many cases (Faber, Pfeifer, and Leone 2011). Many other tractability results were proven for programs with non-convex aggregates of specific forms (Pelov 2004; Son and Pontelli 2007), providing ad-hoc proofs for each considered case. These results hold for stable models as defined by Pelov, Denecker, and Bruynooghe (2007) and Son and Pontelli (2007), for which tractability of the three-valued evaluation of aggregates implies tractability of the stability check.

Boolean functions were also considered in a related knowledge representation formalism called abstract dialectical frameworks (ADFs, Brewka and Woltran; Brewka et al., 2010; 2013). There, argumentation scenarios are modelled in terms of arguments and possible relationships between arguments. In the class of bipolar ADFs, relationships between arguments are restricted to supports and attacks, which decreases the computational complexity by one level in the polynomial hierarchy (Strass and Wallner 2015).

It is interesting to observe that, under some syntactic restric-
tions, the notion of stable model for ADFs by Brewka et al. (2013) coincides with the definition of stable model for ASP programs by Pelov, Denecker, and Bruynooge (2007) and Son and Pontelli (2007), as was recently observed (Alviano and Faber 2015). We use a similar observation to define a new class of Boolean functions (and thus a new class of aggregates in ASP). In fact, introducing the class of bipolar Boolean functions is natural, and tractability is easily obtained by transferring the complexity results of Strass and Wallner (2015). It was unexpected, however, that many tractable cases proved by Pelov (2004) and Son and Pontelli (2007) are actually bipolar, and therefore could be obtained uniformly and in a straightforward way by our results.

While a significant number of standard aggregates leads to bipolar Boolean functions, there are still cases that are known to be polytime-checkable but are not bipolar. For example, \( \text{COUNT}(\{p, q\}) = 1 \) is convex but not bipolar, and \( \text{COUNT}(\{p, q\}) \neq 1 \) is polytime-checkable (Son and Pontelli 2007) but neither convex nor bipolar.

As the main contribution of this paper, we introduce a new class of Boolean functions whose three-valued evaluation can be done in polynomial time; we call them atom-orderable Boolean functions. Our results are also transferable to ADFs with the stable model semantics defined by Brewka et al. (2013) thanks to the results of Alviano and Faber (2015). In particular, this identifies a larger tractable class of ADFs under this semantics than previously known.

**Preliminaries**

Let \( A \) be a finite set of (propositional) atoms. Boolean functions map sets of atoms to Boolean truth values. For convenience, we will usually represent a Boolean function as the set of sets mapped to true. Hence, a **Boolean function** is a set \( C \subseteq 2^A \). In addition to this abstract representation of Boolean functions, we will also use common notations for denoting aggregates. Formally, let \( a_1, \ldots, a_m \in A \) be atoms and \( w_1, \ldots, w_m \in \mathbb{R} \) be real numbers \((m \geq 0)\). A **weighted atom set** over \( A \) is of the form \( S = \{w_1 : a_1, \ldots, w_m : a_m\} \).

For such a set, we denote \( A(S) = \{a_1, \ldots, a_m\} \). Using a comparison \( \circ \in \{<, \leq, =, \neq, \geq, >\} \) and a value \( v \in \mathbb{R} \), the following expressions represent Boolean functions:

\[
\begin{align*}
\text{SUM}(S) \circ v & \equiv \left\{ M \subseteq 2^A(S) \mid \left( \sum_{a_i \in M} w_i \right) \circ v \right\} \\
\text{PROD}(S) \circ v & \equiv \left\{ M \subseteq 2^A(S) \mid \prod_{a_i \in M} w_i \circ v \right\} \\
\text{COUNT}(S) \circ v & \equiv \left\{ M \subseteq 2^A(S) \mid |M \circ v| \right\} \\
\text{AVG}(S) \circ v & \equiv \left\{ M \subseteq 2^A(S) \mid \frac{\sum_{a_i \in M} w_i}{|M|} \circ v \right\} \\
\text{MIN}(S) \circ v & \equiv \left\{ M \subseteq 2^A(S) \mid \min \{w_i \mid a_i \in M\} \circ v \right\} \\
\text{MAX}(S) \circ v & \equiv \left\{ M \subseteq 2^A(S) \mid \max \{w_i \mid a_i \in M\} \circ v \right\}
\end{align*}
\]

Note that the definition of \( \text{COUNT}(S) \circ v \) does not depend on the weights in \( S \), and therefore in this case we will usually omit the weights and only specify the atoms in \( A(S) \).

A **logic program** \( P \) is a set of **rules** of the following form:

\[
a\leftarrow a_1, \ldots, a_l, \not b_1, \ldots, \not b_m, C_1, \ldots, C_n \quad (1)
\]

where \( l, m, n \in \mathbb{N} \) are natural numbers, \( a \in A \) (the head), \( a_1, \ldots, a_l, b_1, \ldots, b_m \in A \) and \( C_1, \ldots, C_n \) are Boolean functions (the body). We also write rules (1) as \( r = a \leftarrow b \) and use the notations \( B^+ = \{a_1, \ldots, a_l\}, B^- = \{b_1, \ldots, b_m\} \) and \( B^C = \{C_1, \ldots, C_n\} \) to access body constituents.

A **partial interpretation** is represented by a pair \((X, Y)\) of sets of atoms with \( X \subseteq Y \subseteq A \), where the atoms in the **lower bound** \( X \) are true and the atoms not in the **upper bound** \( Y \) are false. Thus, the atoms in \( Y \setminus X \) are neither true nor false, that is, they do not have a classical truth value yet and are therefore **undefined**. A partial interpretation \((X, Y)\) is a model of a Boolean function \( C \), denoted \((X, Y) \models C\), if, for all \( Z \subseteq A \) with \( X \subseteq Z \subseteq Y \), we find \( Z \in C \). Given a partial interpretation \((X, Y)\) and a Boolean function \( C \), the (three-valued) **model checking** problem consists of verifying whether \((X, Y) \models C\) holds.

The semantics of a logic program \( P \) is given by the set of its stable models, where a stable model is a set of atoms satisfying some stability condition. In this paper, the stability condition is given by means of the least fixpoint of an inference operator. Formally, for each \( Y \subseteq A \), define an operator \( T^N_Y : 2^A \rightarrow 2^A \) such that:

\[
X \mapsto \{a \in A \mid a \leftarrow B \in P, B^+ \cup X, B^- \cap Y = \emptyset, (X, Y) \models D \text{ for all } D \in B^C\}.
\]

A set \( M \subseteq A \) is a **stable model** of \( P \) if and only if \( M \) is the \( \subseteq \)-least fixpoint of \( T^N_P \). Clearly if \((X, Y) \models D\) then \((Z, Y) \models D\) for all \( X \subseteq Z \subseteq Y \), thus the operator \( T^N_P \) is \( \subseteq \)-monotone and always has a unique \( \subseteq \)-least fixpoint.

**Example 1.** Consider \( A = \{a, b, c\} \) and logic program \( P \):

\[
a \leftarrow \text{SUM}(\{1 : b, 1 : c\}) > 0 \\
b \leftarrow a, \not c \\
c \leftarrow \not b
\]

The only two candidates for stable models are \( M = \{a, b\} \) and \( N = \{a, c\} \). For the first candidate, we find that:

- \( a \notin T^N_P(\emptyset) \) since \( (\emptyset, M) \not\models \text{SUM}(\{1 : b, 1 : c\}) > 0 \),
- \( b \notin T^N_P(\emptyset) \) since \( a \notin \emptyset \) and \( c \notin T^N_P(\emptyset) \) since \( b \in M \).

Thus \( T^N_P(\emptyset) = \emptyset \), which means that the \( \subseteq \)-least fixpoint of \( T^N_P \) is \( \emptyset \). Since \( \emptyset \notin M \), the set \( M \) is not a stable model of \( P \).

For the other candidate \( N = \{a, c\} \), we get \( T^N_P(\emptyset) = \{c\} \):

- \( a \notin T^N_P(\emptyset) \) since \( (\emptyset, N) \not\models \text{SUM}(\{1 : b, 1 : c\}) > 0 \),
- \( b \notin T^N_P(\emptyset) \) since \( a \notin \emptyset \) and \( c \notin T^N_P(\emptyset) \) since \( b \notin N \),

and then \( T^N_P(\{c\}) = \{a, c\} = N = T^N_P(N) \) because:

- \( \{c\}, N \models \text{SUM}(\{1 : b, 1 : c\}) > 0 \) and
- \( (N, N) \models \text{SUM}(\{1 : b, 1 : c\}) > 0 \).

Thus the \( \subseteq \)-least fixpoint of \( T^N_P \) is the set \( N = \{a, c\} \), whence this set is also the only stable model of \( P \). ▲
Note that the definition of stable model above is equivalent to the one given by Pelov, Denecker, and Bruynooghe (2007), and Son and Pontelli (2007). We reformulated it in this way to clarify that model checking is the potentially most complex part of verifying whether a given set of atoms is a stable model of a logic program. In fact, dealing with undefined atoms during the computation of the least fixpoint of $T^P_f$ is the main source of complexity for checking the stability of a set of atoms. This is the case because in general each Boolean function in $P$ has to be evaluated with respect to a number of sets of atoms that is exponential in the number of undefined atoms. However, it is important to observe that in practice many Boolean functions do not require to be evaluated on exponentially many sets of atoms in order to answer the associated model checking problem. For these reasons, we focus on identifying sufficient conditions for guaranteeing tractability of model checking, which in turn implies tractability of the stability check for logic programs.

Actually, for some subclasses of Boolean functions, the model checking problem is already known to be tractable. One example are convex Boolean functions, that intuitively do not contain "gaps" in their sets of models. Formally, a Boolean function $C \subseteq 2^A$ is convex if and only if for all $X \subseteq Y \subseteq Z \subseteq A$ we have: if $X \in C$ and $Z \in C$ then $Y \in C$. It is well-known that convex Boolean functions are closed under arbitrary conjunctions, but not under complementation and disjunction.

In the next section, we will introduce the notion of bipolar Boolean functions, a different class closed under complementation, conjunction and disjunction subject to some compatibility conditions. Later on, we will present the class of atom-orderable Boolean functions, an extension of both convex and bipolar that also includes other standard aggregates commonly used in logic programming.

### Bipolar Boolean Functions

Bipolarity has hitherto predominantly been defined and used in the context of ADs (Brewka and Woltran 2010). Here, we define bipolarity for Boolean functions in general by extending the notions of monotone and antimonotone Boolean functions (Faber, Pfeifer, and Leone, 2011, Def. 2.4).

**Definition 1.** Let $A$ be a set of atoms, $C \subseteq 2^A$ be a Boolean function, and $a \in A$.

- $C$ is monotone in $a$ iff for all $M \subseteq A$, we find that: $M \in C$ implies $M \cup \{a\} \in C$;
- $C$ is antimonotone in $a$ iff for all $M \subseteq A$, we find that: $M \notin C$ implies $M \cup \{a\} \notin C$.

Define the sets

$A^+_C = \{a \in A \mid C \text{ is monotone in } a\}$,

$A^-_C = \{a \in A \mid C \text{ is antimonotone in } a\}$.

A Boolean function $C \subseteq 2^A$ is:

- monotone iff $A = A^+_C$;
- antimonotone iff $A = A^-_C$;
- bipolar iff $A = A^+_C \cup A^-_C$.

Synonymously to $C$ is monotone in $a$, we say that $a$ is supporting in $C$; likewise, $C$ is antimonotone in $a$ iff $a$ is attacking in $C$. Being supporting or attacking is the polarity of the argument $a$ in $C$. As all atoms $a \in A^+_C \cap A^-_C$ are redundant, we also use the sets of strictly supporting arguments $A^+_C \setminus A^-_C$ and strictly attacking arguments $A^-_C \setminus A^+_C$.

First of all, we observe that the class of bipolar Boolean functions captures quite a range of standard aggregates, as shown below.

**Proposition 1.** Let $A$ be a vocabulary, $S$ be a weighted atom set over $A$ and $v \in \mathbb{R}$. The following Boolean functions are bipolar:

1. $\text{SUM}(S) \circ v$ for $o \in \{<, \leq, \geq, >\}$;
2. $\text{COUNT}(S) \circ v$ for $o \in \{<, \leq, \geq, >\}$;
3. $\text{AVG}(S) \circ v$ for $o \in \{<, \leq, \geq, >\}$;
4. $\text{MIN}(S) \circ v$ for $o \in \{<, \leq, =, \geq, >\}$;
5. $\text{MAX}(S) \circ v$ for $o \in \{<, \leq, =, \geq, >\}$.

**Proof.** 1. For $o \in \{<, \leq\}$, atoms $a_i$ with non-negative weights ($w_i \geq 0$) are attacking, atoms $a_i$ with non-positive weights ($w_i \leq 0$) are supporting. For $o \in \{\geq, >\}$, atoms with non-negative weights are supporting, atoms with non-positive weights are attacking.

2. For $o \in \{<, \leq\}$ all atoms are attacking, for $o \in \{\geq, >\}$ all atoms are supporting.

3. For $o \in \{<, \leq\}$, all atoms $a_i$ with weight $w_i \geq v$ are attacking, atoms $a_i$ with weight $w_i \leq v$ are supporting; $o \in \{\geq, >\}$ is symmetric (atoms $a_i$ with weight $w_i \geq v$ are supporting, those with weight $w_i \leq v$ are attacking).

4. For $\text{MIN}(S) = v$, all atoms $a_i$ with weight $w_i \geq v$ are supporting, additionally all atoms $a_i$ with $w_i \neq v$ are attacking. For $\text{MIN}(S) < v$, all atoms are supporting, and additionally all atoms $a_i$ with $w_i \geq v$ are attacking; similarly, for $\text{MIN}(S) \leq v$, all atoms are supporting, and additionally all atoms $a_i$ with $w_i > v$ are attacking. For $o \in \{\geq, >\}$, all atoms $a_i$ with weight $w_i \neq v$ are supporting, all others attacking.

5. Dual to $\text{MIN}(S) \circ o$.

Comparing the different classes of Boolean functions that we introduced so far, we can observe that by definition all monotone Boolean functions are bipolar and convex, but the converse does not hold. It is similar for antimonotone Boolean functions.

**Example 2.** For vocabulary $A = \{a, b\}$, the Boolean function $C_{a \lor b} = \{\{a\}\}$ is bipolar and convex, but neither monotone ($b$ is strictly attacking) nor antimonotone ($a$ is strictly supporting).

Even more importantly, we have to clarify that the two notions bipolar and convex are independent of each other.

**Example 3.** Consider the vocabulary $A = \{a, b\}$. The Boolean function $C_{\neg a \lor b} = \{\emptyset, \{b\}, \{a, b\}\}$ is bipolar ($a$ is strictly attacking, $b$ is strictly supporting), but not convex (for $\emptyset \subseteq \{a\} \subseteq \{a, b\}$, we have that $\emptyset, \{a, b\} \in C_{\neg a \lor b}$ while $\{a\} \notin C_{\neg a \lor b}$). On the other hand, the Boolean function $C_{a \land b} = \{\{a\}\}$ is convex, but not bipolar (for example, $a$ is not supporting, as $\{b\} \in C_{a \land b}$ but $\{a, b\} \notin C_{a \land b}$; neither is $a$ attacking, as $\emptyset \notin C_{a \land b}$ but $\{a\} \in C_{a \land b}$).
Hence, even if there is some overlap, bipolar Boolean functions and convex Boolean functions seem to have orthogonal expressive capabilities. The two classes also differ with respect to closure under common set operators. In fact, it can be shown that the complement of a bipolar Boolean function is again bipolar but with the polarities switched.

**Proposition 2.** Let \( A \) be a set of atoms and \( C \subseteq 2^A \) be a bipolar Boolean function. Then the set \( \overline{C} = 2^A \setminus C \) is a bipolar Boolean function with \( A_{2}^{C} = A_{C}^{C} \) and \( A_{C}^{-} = A_{C}^{-} \).

Therefore, bipolar Boolean functions are closed under complementation, while this is not the case for intersection and union in general.

**Example 4.** Consider the vocabulary \( A = \{a, b, c\} \). For the bipolar Boolean functions \( C_{a \lor b} = \{\{a\}, \{b\}, \{a, b\}\} \) and \( C_{a \land b} \) equal to \( \emptyset \), \( \{\{a\}\} \), \( \{\{b\}\} \), \( \{\{a\}, \{b\}\} \) we get the resulting (non-bipolar) intersection \( C_{a \lor b} \cap C_{a \land b} = \{\{a\}, \{b\}\} = C_{a \land b} \).

However, closure under union and intersection can be regained by stipulating a compatibility condition on bipolar functions.

**Definition 2.** Let \( A \) be a set of atoms and \( C, D \subseteq 2^A \) be bipolar Boolean functions. \( C \) and \( D \) are compatible iff

- \( A_{C}^{C} \cap A_{D}^{C} \subseteq A_{C}^{C} \cup A_{D}^{C} \), and
- \( A_{C}^{-} \cap A_{D}^{-} \subseteq A_{C}^{-} \cup A_{D}^{-} \).

Intuitively, two Boolean functions over the same vocabulary are compatible iff for each atom, the polarities of the arguments in the Boolean functions match point-wise. The polarities match if the argument is supporting in both Boolean functions or attacking in both Boolean functions. Put another way, for two Boolean functions to be compatible, whenever an argument is supporting in one Boolean function and attacking in the other, then it must be redundant in one of them, which is what the definition above says.

**Example 5.** Consider the vocabulary \( A = \{a, b, c\} \). The bipolar Boolean functions \( C_{a \land b} = \{\{a\}, \{a, c\}\} \) (a supporting, \( b \) attacking, \( c \) redundant) and \( C_{a \lor b} = \{\{a\}, \{b\}, \{a, b\}\} \) (a redundant, \( b \) attacking, \( c \) compatible) are compatible: \( A_{a \land b}^{C} = \{\{a\}, \{a, c\}\} \), \( A_{a \lor b}^{C} = \{\{a\}, \{b\}, \{a, b\}\} \)

This function is neither bipolar nor convex, but atom-orderable with \( a < b < c < d \): To show that \( \emptyset \leq \text{COUNT}(\{a, b, c, d\}) \neq 1 \), we need only check 1. \( \emptyset \in C \)? (yes) 2. \( \{a\} \in C ? \) (no) and are done (instead of naively searching among the 16 counterexample candidates). To show that \( \{a, b\} \), \( \{a, b, c\} \), \( \{a, b, c, d\} \) are contained in \( C \).

It is easy to see that condition (2) can be checked in deterministic polynomial time (in \( n \)) whenever \( Z \subseteq C \) can be decided in polynomial time and the ordering \( \leq \) is given.

**Proposition 4.** Let \( A \) be a set of atoms, \( C \subseteq 2^A \) be an atom-orderable Boolean function with \( \leq \) given, and \( X, Y \subseteq C \). Furthermore assume that the problem “given \( Z \subseteq A \), is \( Z \in C ? \)” is in \( \text{P} \). Then checking \( X, Y \models C \) is in \( \text{P} \).

We will usually represent atom-orderable Boolean functions by giving the ordering \( \leq \); if we specify \( \leq \) as a partial order only, then any total order extending \( \leq \) will do as a witness for the Boolean function being atom-orderable. We first show that our new class generalises the class of bipolar Boolean functions.

**Proposition 5.** All bipolar Boolean functions are atom-orderable.

**Proof.** Let \( A \) be a set of atoms and \( C \subseteq 2^A \) be bipolar. Then \( A = A_{C}^{C} \cup A_{C}^{-} \). We define the partial order \( \leq \) such that

\[
A_{C}^{C} \setminus A_{C}^{C} \prec A_{C}^{C} \setminus A_{C}^{C} \prec A_{C}^{C} \cap A_{C}^{-}.
\]

Let \( X \subseteq Y \subseteq A \) be arbitrary. We have to show that conditions (1) and (2) of Definition 3 are equivalent.

\[3\text{Here, } \min_{\leq}(Y \setminus X_{j}) \text{ denotes the } \leq \text{-least element of the set } Y \setminus X_{j}, \text{ which is unique since } \leq \text{ is total and } Y \setminus X_{j} \text{ is non-empty.}\]
(1) ⇒ (2): Assume that for all \( Z \subseteq A \) with \( X \subseteq Z \subseteq Y \), we find \( Z \subseteq C \). Recall that \( X_0 = X \) and for \( 0 \leq j \leq n - 1 \) we set \( X_{j+1} = X_j \cup \min_x(Y \setminus X_j) \). Clearly \( X \subseteq X_i \subseteq Y \) for all \( i \in \{0, \ldots, k\} \), whence (2) follows.

(2) ⇒ (1): Assume that for all \( i \in \{0, \ldots, k\} \), we find \( X_i \subseteq C \). By our definition of \( \preccurlyeq \), there is in particular an \( i \in \{0, \ldots, k\} \) such that \( X_i = X \cup ((A^+_C \setminus A^-_C) \cap Y) \subseteq C \). Now let \( Z \subseteq A \) with \( X \subseteq Z \subseteq Y \) be arbitrary. We have to show \( Z \subseteq C \). Since \( X_i \) contains all attackers and no supporters (relative to \( Y \setminus X_i \)), we can reconstruct \( Z \) from \( X_i \) by “adding” supporters and “removing” attackers: there exist \( Z^+ \subseteq A^+_C \) and \( Z^- \subseteq A^-_C \) such that \( Z = (X_i \cup Z^+) \setminus Z^- \). Since \( X_i \subseteq C \) and \( C \) is bipolar, it follows that \( Z \subseteq C \) as desired. \( \square \)

This new class is furthermore a strict generalisation, as it allows us to treat a maximum possible number of generalisations. This, together with Definition 3, is the main result of the paper.

**Theorem 6.** Let \( A \) be a vocabulary, \( S \) be a weighted atom set over \( A \) and \( v \in \mathbb{R} \). The following Boolean functions are atom-orderable:

1. \( \text{COUNT}(S) \circ v \) for \( \circ \in \{\preccurlyeq, \neq\} \);
2. \( \text{SUM}(S) = v \);
3. \( \text{AVG}(S) = v \);
4. \( \text{MIN}(S) \neq v \);
5. \( \text{MAX}(S) \neq v \);
6. \( \text{PROD}(S) \circ v \) for \( \circ \in \{\leq, \preceq, =\} \):

   \[ a_i \mid w_i > 0 \prec a_i \mid w_i = 0 \prec a_i \mid w_i = 0 \]

   and furthermore for all \( a_i \in A(S) \) with \( w_i > 0 \), we have \( a_j \preceq a_k \) iff \( w_j \leq w_k \) for \( 1 \leq j, k \leq m \). To figure out whether \( (X, Y) \models \text{PROD}(S) \geq v \), we essentially have to find the set \( Z \) with \( X \subseteq Z \subseteq Y \) such that the value \( \prod_{a_i \in Z \cap A(S)} w_i \) is \( \leq \)-minimal. If there are \( a_i \in Y \setminus X \) with \( w_i \leq 0 \), then they will be detected. Assuming that all weights are positive, the least possible product is given by \( \prod_{a_i \in Y \setminus X, 0 < w_i \leq w_i} w_i \). Due to the increasing ordering of the positively weighted atoms, there will be a \( j \in \{0, \ldots, n\} \) such that \( X_j = X \cup \{a_i \mid 0 < w_i \leq 1\} \). That is, the atom set leading to the least possible product will be checked.

\[ a_i \mid w_i \geq 1 > a_i \mid w_i < 1 \prec a_i \mid w_i = 0 \]

and furthermore for all \( a_i \in A(S) \) with \( w_i < 0 \), we have \( a_j \preceq a_k \) iff \( w_j \geq w_k \) for \( 1 \leq j, k \leq m \). In essence, we have to find the set \( Z \) with \( X \subseteq Z \subseteq Y \) such that the value \( \prod_{a_i \in Z \cap A(S)} w_i \) is \( \leq \)-minimal. Our ordering achieves this by considering first all weights greater than 1 (to reach the maximal absolute value) and then all negative weights. If there is an overall odd number of negative weights, all of them will contribute to the least possible product. If the number of negative weights is even, then the least possible overall product is obtained by taking all positive weights and all but one (the one with the least absolute value) negative weights.

The remaining cases with \( \circ \in \{<, \leq\} \) can be reduced to the cases above by multiplying the given inequality with \(-1\). \( \square \)
Corollary 7. Let $A$ be a vocabulary, $S$ be a weighted atom set over $A$ and $v \in \mathbb{R}$. The following Boolean functions are atom-orderable:

1. $\text{COUNT}(S) \circ v$ for $\circ \in \{<,\leq,=,\neq,\geq,>\}$;
2. $\text{SUM}(S) \circ v$ for $\circ \in \{<,\leq,=,\geq,>\}$;
3. $\text{AVG}(S) \circ v$ for $\circ \in \{<,\leq,=,\geq,>\}$;
4. $\text{MIN}(S) \circ v$ for $\circ \in \{<,\leq,=,\neq,\geq,>\}$;
5. $\text{MAX}(S) \circ v$ for $\circ \in \{<,\leq,=,\neq,\geq,>\}$;
6. $\text{PROD}(S) \circ v$ for $\circ \in \{<,\leq,=,\geq,>\}$.

This result is optimal, as model checking is coNP-hard for the cases $\text{SUM}(S) \neq v$, $\text{AVG}(S) \neq v$ and $\text{PROD}(S) \neq v$ (Pelov 2004; Son and Pontelli 2007). As a final note, we observe that the class of atom-orderable Boolean functions is not closed under common set operations: for example, $\text{SUM}(S) > v \cup \text{SUM}(S) < v$ is equivalent to $\text{SUM}(S) \neq v$.

Related Work

Properties of logic programs with Boolean functions have been analysed extensively in the literature. Among the several semantics that were proposed (Ferraris 2011; Faber, Pfeifer, and Leone 2011; Gelfond and Zhang 2014), we have considered the one by Pelov, Denecker, and Bruynooghe (2007) and Son and Pontelli (2007) with the aim of extending the currently largest class of Boolean functions for which the stability check is tractable. In fact, concerning stable models by Ferraris (2011) and Faber, Pfeifer, and Leone (2011), it is known that convex Boolean functions are the complexity boundary for this task (Alviano and Faber 2013). Moreover, concerning stable models by Gelfond and Zhang (2014), it is known that the task is tractable in general if disjunction in rule heads is forbidden (Alviano and Leone 2015).

Complexity of logic programs with Boolean functions can be analysed by considering each specific case by itself (Pelov 2004; Son and Pontelli 2007), or by identifying some semantic classes such as monotone, antimonotone and convex that cover practical cases (Pelov 2004; Liu and Truszczynski 2006; Faber, Pfeifer, and Leone 2011). In this paper, we followed this second approach and introduced the notion of bipolarity in logic programming. Even if the definition stems from ADFs (Brewka and Woltran 2010), it is interesting to observe that many common aggregates are actually bipolar, as shown in Proposition 1. This is an original result, which eventually provides an alternative proof for several complexity results by Son and Pontelli (2007).

Since other known tractability results are not covered by the class of bipolar Boolean functions, we also introduced an extended class of atom-orderable Boolean functions, and proved that the missing cases fall in this class (see Theorem 6). Interesting cases are those associated with PROD, originally considered by Pelov (2004). In fact, several algorithms were given by Pelov (2004, Figures 5.1–5.3) in order to show tractability of model checking for Boolean functions induced by PROD. Within our approach, we only had to show the existence of an ordering for the aggregate atoms with the desired properties (see the proof of Theorem 6).

Stable models by Pelov, Denecker, and Bruynooghe (2007) and Son and Pontelli (2007) were recently extended to the disjunctive case by Shen et al. (2014). The notion of bipolar and atom-orderable Boolean functions can also be used in the disjunctive case, and the complexity results are expected to extend as well in all cases in which the disjunction is not a complexity source itself (for example, in the head-cycle free case; Ben-Eliyahu and Dechter, 1994).

The notion of bipolarity, and even more that of atom-orderability, may be useful for other constructs such as HEX atoms (Eiter et al. 2014), whose semantics is also defined by means of Boolean functions. In fact, knowing that an HEX atom is atom-orderable may allow to implement a more efficient evaluation algorithm depending on the desired semantics (Shen et al. 2014).

Recently, Strass (2015) presented a syntactic counterpart of bipolar Boolean functions, that is, a subset of the formulas of classical propositional logic whose elements have all and only bipolar Boolean functions associated to them. (Roughly, these “bipolar formulas” are in negation normal form and no propositional atom may occur both positively and negatively in the formula.) It would certainly be useful to have a syntactic counterpart of atom-orderable functions.

Discussion

Boolean functions are among the most used extensions of logic programs. Identifying classes of Boolean functions with good computational properties is important from a practical viewpoint because any concrete implementation must face the complexity of the model checking problem. In this work, we introduced a unifying semantic class covering all known tractable cases. It is called atom-orderable because its main property is that the Boolean function’s arguments – its input atoms – can be ordered so that model checking can be efficiently done by evaluating Boolean functions with respect to linearly many sets of atoms. For common aggregates such an ordering is also efficiently computable, while in general the language can be extended by allowing the user to specify the ordering along with each Boolean function in the input program.

There are other advantages resulting from our approach. In fact, tractability of other aggregates can be easily proved by showing membership in the class of atom-orderable Boolean functions. This is the case, for example, of the median, that is, the number separating the higher half of a data sample from the lower half. It can be observed that $\text{MEDIAN}(S) \circ v$, for $\circ \in \{<,\leq,=,\geq,>\}$, is atom-orderable: for $S = \{a_1 : \alpha_1, \ldots, a_m : \alpha_m\}$, the ordering $\prec$ is such that $a_i \prec a_j$ if $\alpha_i \neq v$ and $a_j \circ v$. It is also interesting to note that the missing cases, that is, $\text{MEDIAN}(S) \circ v$ with $\circ \in \{=,\neq\}$, can be captured by slightly extending the class of atom-orderable Boolean functions. In fact, in this case the aggregate atoms can be ordered by increasing weight, but in order to obtain a sound model checking procedure the ordering has to be checked in two directions, ascending and descending. It is natural to generalise atom-orderable
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