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FRANK LOEBE

ORGANIZATION AND MANAGEMENT OF
LARGE CATEGORICAL SYSTEMS

Abstract. This chapter surveys approaches to handling categorical systems of extensive size, spanning from 
semi-formal systems in terminology and classification sciences to formal logical approaches. In particular, we 
briefly review the transition from terminologies to ontologies that are formalized in logics, exemplified in the 
medical domain. The main part presents the state of the art of the modularization of logical theories with an 
ontology-related background. Since the field is still very young and active, an evaluation of these approaches
results in a heterogeneous landscape of proposals and leaves perspectives for future research.

1 INTRODUCTION

Ontologies grow large in size if systems are considered that cover a very complex domain like 
medicine, or a number of domains possibly together with upper levels of categories. 
Especially for philosophical investigations of basic categories, the ontological systems studied 
in the past typically comprise only a handful of basic categories, as in the works of Aristotle, 
Kant, Brentano, Husserl, and many others, see [Sow 2000, sect. 2.2] for an overview in the 
context of computer science. A proper analogy holds for logic, considering the limited size of 
axiomatic systems formerly under examination. Manual logical investigations were usually 
concerned with studying the consequences of a few axioms, a task hard enough itself. Trying 
to model real-world problems with logic, even when equipped with automated reasoning as 
currently available, one easily faces tremendously large signatures and theories which require 
novel solutions. A few numbers may provide some intuition on the current scale of the 
problems. As a self-contained system, the leading clinical healthcare terminology system 
SNOMED CT is implemented in a logical formalism and comprises more than 311,000 
concepts (with formal definitions) as of January 20081. On this scale of even a single system, 
new methods are required for applying formalisms and using available technologies. The 
situation is even more complex in the context of the Semantic Web effort [Ber 2001]. [Hen 
2007, p. 823] qualifies its major representation languages RDF, RDFS [W3C 2004a] and 
OWL [W3C 2004b] as “the most widely used KR [knowledge representation] languages in 
history” and states that “[a] web search performed around the beginning of 2007 finds 
millions of RDF and RDFS documents, and tens of thousands of OWL ontologies.” Many of 
those OWL ontologies complement one another regarding the domains which they cover. 
Consequently, the use of several such ontologies as components of a joint, larger system is an 
immediate idea. However, the first detailed attempts to elaborate this idea have discovered 
many unresolved issues and choices for solutions.
In this chapter we survey approaches to tackle the complexity of huge categorical systems and 
describe the state of the art from two perspectives: (1) the internal organization and use of 
categorical systems, and (2) modularization issues of logical formalisms. Put more generally, 
(1) focuses on a single-category perspective, i.e., it is concerned with means for specifying or 
searching single categories in the system. In contrast, (2) involves a perspective of the system
as a whole, as typically held during the construction and maintenance of categorical systems.
For (1), we start from precursors of current formal ontologies by reviewing work in 
terminology and classification sciences, describing the move toward the use of logical 
approaches and their benefits. The main part is then concerned with aspect (2) and discusses
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modularization universally as well as applied to formal logical languages. Since modulariza-
tion as a field is still emerging, this part sets up a terminology of modules and module 
characteristics in order to describe and evaluate the current branches of research to some 
extent uniformly.
The present chapter assumes a very broad notion of ontology. It includes all kinds of concept
systems, i.e., systems aiming at specifying a collection of concepts or notions, which 
themselves are referred to in other information systems. Hence, natural language texts serve 
as presentations of ontologies just as other types of systems, ranging by increasing degree of 
formality from vocabularies, glossaries, and thesauri over terminologies or conceptual models 
up to formal axiomatizations, to name just a few types [Gom 2004, ch. 1]. In a sense, our 
scope is similar to that in terminology management [Wri 1997], but with less consideration of 
representational or linguistic aspects like the naming of concepts, cf. also [Kei 2000b].
Terminological and ontological aspects are relevant to all domains, and terminological efforts 
in the form of determining a common language arise immediately in most fields of science 
and engineering. In the next section, we concentrate on the development of concept systems 
in medicine as a representative of domains with high complexity.

2 TERMINOLOGICAL SYSTEMS IN MEDICINE

The development of common vocabularies and classification systems in medicine started very 
early, exemplified by the introduction of the International Statistical Classification of 
Diseases (ICD) in 1893 [WHO 2004]. Concept systems in medicine grow very large as soon 
as a broad coverage of subdomains is to be combined with even a medium depth of 
subsumption hierarchies.2 Medical terminology management has thus developed from mere 
collections of terms (and in some cases definitions) in the form of vocabularies, glossaries, 
classifications, code lists, nomenclatures, and others via semi-formal models to logic-based 
approaches, cf. [Her 2009b] in this volume or [Kei 2000a,b]. We briefly review major aspects 
in the course of that development in order to identify solved and unsolved problems 
concerning the complexity of these systems. Nevertheless, this will ignore most of the 
overwhelming number of problems relating to clinical terminology [Rec 1999, Cim 1998], 
many of which still remain open.
The move toward formal systems is primarily driven by two partially interrelated aspects, 
which are often intermingled in the literature: (1) compositionality and (2) the structured 
arrangement of concepts.3 Both are motivated by mitigating the combinatorially exploding 
number of concepts in medicine. For instance, given the notions of fracture as well as of bone 
and bone subtypes, there are fractures of many kinds, like fractures of the arm, the forearm, 
the ulna, the radius, the femur, etc., which need to be available e.g. for electronic health 
records.

2.1 Compositionality

Looking at aspect (1), semi-formal compositional concept systems try to reduce the 
representational complexity by providing a number of atomic concepts, e.g., fracture and arm, 
forearm, ulna, and radius. Compositionality means to express certain concepts in terms of 
combinations of others, starting from atomic concepts. Expressions of the form “(fracture, 
ulna)” are used for representing the notion of “fracture of the ulna”. The number of explicitly 
managed concepts in a compositional setting can be greatly reduced to the number of atomic 
concepts. Compositionality is in this context also called post-coordination and contrasted with 
pre-coordination, cf. [Rec 1999, p. 246]. Pre-coordinated terminological systems are 
constructed as pre-established enumerations of concepts, listing all available concepts 
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explicitly, whereas post-coordinated systems allow for forming implicit concepts from 
explicitly given constituents. Both approaches usually aim at a degree of coverage as high as 
possible, and at internal consistency of the resulting concept system.
Two new problems arise for compositional systems: (a) meaningless combinations of 
concepts and (b) the need to detect equivalent combinations. An example for (a) is (fracture, 
oral cavity), which is not reasonable because cavities cannot break. The pairs (fracture, ulna) 
and (ulna, fracture) illustrate problem (b), if they are understood to express the same concept. 
Both problems were tackled by the use of description logics [Baa 2003b] starting in the 
1990s, for instance, in GALEN [Rog 2001, Rec 2005] and SNOMED CT [Igg 2001]. In 
particular, equivalence and subsumption checking of concepts are common reasoning 
problems in description logic [Baa 2003b, sect. 2.2.4] which address (b). Problem (a) of 
meaningless concept definitions can only partially be supported by a description logic 
formalism. For this purpose, concepts and relations among them must be expressed 
appropriately and need to be augmented by restrictions. For example, (fracture, ulna) could be 
represented adequately as fracture � �has-location.ulna. Description logics can further be used 
to detect inconsistencies among logical restrictions, i.e., they support ensuring consistency.
Moreover, less common reasoning tasks like determining the least common subsumer of a 
given set of concepts or the most specific concept of an instance can help in defining new 
concepts, cf. [Baa 2003b, sect. 1.6 and 6.3]. Recently, rather weakly expressive description 
logics – called the EL family – are gaining much attention, including their theoretical 
foundations [Baa 2003a, Bra 2004, Baa 2005, Kri 2007] as well as efficient reasoners [Baa 
2006]. One major reason for this development is the (re)discovery that the limited
expressivity is already beneficial for large medical terminologies like GALEN and SNOMED
CT, while more expressive logics do not yet scale to systems of this size.4
Although meanwhile superseded by description logics, it is informative to look at earlier 
intermediate solutions to the problem of arbitrary combinations, namely the use of multi-
dimensional or multi-axial concept hierarchies introduced in the late seventies, cf. [Spa 1998]. 
The restriction to combine only concepts from different dimensions like anatomic site, 
morphology, or etiology avoids insensible combinations along one and the same axis, e.g. 
(ulna, femur). Since such restrictions remain insufficient, the approach has been refined to 
multi-focal models, cf. [Str 2002]. Here, not all dimensions are treated equally, but certain 
dimensions appear – possibly constrained in their values – attached to specific values at 
another dimension, where a value spanning its own field of dimensions is called a focus. For 
instance, the value “fracture” on a “disease” dimension may be a focus with a “location”
dimension constrained to “bones”.5

2.2 Navigation

Although a number of systems based on multi-dimensional or multi-focal models are
currently found in practice (e.g. LOINC [For 1996, McD 2003]), description logics prevail 
with regard to their combinatorial capabilities and the validation of the consistency of 
restrictions.
Nevertheless, those former approaches have an interesting effect concerning the organization 
of subsumption hierarchies, aspect (2) from above. Subsumption reasoning in description 
logics allows for inferring formally consistent subsumption lattices based on concept 
definitions. However, the number of explicitly introduced elements in these lattices usually 
becomes very large, due to naming composed concepts in order to reuse them without 
recomposing them in each case of use. In spite of their inferential potential, current logical 
approaches and tools do not yet offer support to tackle the navigation problem, i.e., the 
problem of comprehending and orienting creators and users of such lattices.6 The availability 
of corresponding methodological advices is equally limited. Alan Rector is among the few 
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authors addressing this question in the field of computer science [Rec 2003]. His approach to 
organizing concepts is similar to the main idea of multi-dimensional systems: for the 
construction of large concept systems one starts with a number of initially unrelated, self-
contained, even mono-hierarchical taxonomies, called primitive skeletons. Those hierarchies 
should further be homogeneous, i.e., the classification within a primitive skeleton follows a 
single criterion (or several progressively more restrictive criteria). Once primitive skeletons 
are established, all remaining concepts are defined by means of logical definitions using 
skeleton concepts, which yields the effect that any concept with multiple parents is a defined 
concept.
Rector’s approach is not only reasonable for the construction phase of an ontology, but having 
access to these distinctions in the overall system can further be exploited for navigational 
purposes. Over the last decade, methods corresponding to the multi-dimensional organization 
of concepts are studied in information retrieval as faceted browsing / search or dynamic 
taxonomies [Sac 2000, 2006]. A major focus in this area is the usability of systems. For 
instance, [Hea 2006] suggests design recommendations for faceted search interfaces and 
reports that the use of multiple hierarchies does not confuse users. Faceted browsing is further 
gaining popularity in the context of the Semantic Web [Hil 2006, Spe 2007], and it relates 
closely to faceted classification in library and information sciences. One of the initial 
proponents of the latter is Shiyali R. Ranganathan, who elaborately provides methodological 
guidance on the construction of faceted systems in this field [Ran 1967, Ran 1962], cf. [Spi 
1998] for simplifications. From a very general point of view, characteristics of facets may be 
found in many representation approaches, as argued in [Pri 2000], which makes a first, 
integrative attempt to abstractly describe and formalize facets. However, an in-depth 
elaboration of facets, neither formally nor ontologically, does not seem to be available yet, 
albeit it appears desirable due to its ascribed potential of enhancing formal approaches, 
including description logics.
Intermediately summing up, the complexity of concept systems in terms of the number of 
their concepts has primarily been addressed by description logics. This solves the larger parts 
of the compositionality issues, including support for ensuring consistency and to some extent 
for avoiding insensible concepts. But with respect to search and navigation within large 
systems further improvements are desirable and may be transferred from other fields.

3 COMPLEX SYSTEMS AND MODULARIZATION IN GENERAL

The previous section is primarily concerned with a single-concept perspective on the overall 
system, which is a common case from a user point of view. There is another aspect of 
modularity which is concerned with the overall structure and architecture of an ontology. This 
trespasses the view of ontologies as a huge set of interrelated concepts or, more formally, as a 
very large set of formal sentences, which becomes highly relevant for the construction, 
maintenance and evolution of large ontologies. In addition, modularity contributes to the 
comprehension by maintainers and users, possibly to training the latter in using the system, 
and it might correspond to some extent to mental knowledge organization principles. Many 
systems in nature are very large and complex, which requires major theoretical efforts in order 
to comprehend and describe them. Artificially created systems have reached similar degrees 
of complexity. Modular design is a universal approach to alleviate complexity in terms of 
artefactual systems, which is employed in every engineering discipline, e.g. from construction 
to machine to software engineering. Independent of the reduction of complexity and better 
comprehensibility, further functional advantages of modular design are the facilitation of
change and the encouragement of the parallel development of different parts of a system.
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Focusing on ontologies, modularity is a very young research area in their respect. Most 
(medical) terminologies are sparsely structured in their models [Gan 1999, p. 190].7 The 
recency of modularity for ontologies applies particularly to ontologies as they appear in 
currently popular application fields. In the Semantic Web [Ber 2001], for instance, there is a 
growing need and discussion on modularization of web ontologies, exemplified by a new 
series of workshops on modular ontologies [Haa 2006, Cue 2008a, Sat 2008]. Much work
there is devoted to providing modularity regarding the Web Ontology Language (OWL) 
[W3C 2004b]. Bio-ontologies such as the Gene Ontology [Ash 2000] or the Open Biomedical 
Ontologies (OBO)8 form another active area of application [Kel 2009].
There are a number of domains providing ideas and initial approaches for modularization of 
ontologies. An active field highly intertwined with it is ontology integration or ontology 
matching, cf. also [Kal 2009] in this volume. Ontology integration is to some extent more 
mature than modularization, with [Kal 2003] and [Noy 2004] presenting first review articles
of the subject, and a comprehensive book [Euz 2007] being recently available. Moreover, a
couple of approaches in knowledge representation offer accounts which may be reused for 
modularization. The area of knowledge-based systems has also developed solutions –
typically added on top of the basic representation formalisms employed. Looking at 
implemented approaches, an often-mentioned parallel for managing large formal systems, 
including concept systems, is software engineering [Loe 2006, Ami 2005, Dia 1993]. In 
connection with formalisms, modularization is frequently studied with respect to formal
structures rather than the contents expressed. We follow this route in reviewing and 
discussing logical theories and modularization in the remainder of this chapter.9
Apart from high-level functional desiderata for logical modules, such as facilitating reuse or 
maintainability, a clear notion of module has not yet been established. In the context of OWL, 
the primary ontology language of the Semantic Web which is based on rather expressive 
description logics [Baa 2003b], only a simplistic means is available to tie formulas together 
which are syntactically distributed over several files. The owl:imports statement is the only 
element available for a syntax-level splitting of OWL ontologies. That corresponds to the 
union of the axioms of the importing ontology and the imported ones, which is insufficient 
from the functional perspective outlined above. Meanwhile, first approaches have been 
developed in this context, with differing aims and outcomes, e.g. [Bou 2003, Cue 2006c, 
2007a, Kut 2008]. In most cases they are based on earlier work which proves adaptable to 
modularity issues, and usually they fall into one of two types, distinguished by the question of 
how a resulting modular system is constructed. On the one hand, a compositional route can be
taken by defining modules and general ways of how these combine into systems. On the other 
hand, several decompositional approaches consider the problem of finding appropriate ways 
of partitioning a given, typically large ontology. In order to interrelate approaches of either 
type via a uniform terminology, we formulate a self-contained, general framework in the next 
section.

4 ABSTRACT FRAMEWORK FOR MODULES

4.1 Overview

The purpose of this framework is to achieve a degree of comparability among the families of 
current and relevant earlier approaches that are reviewed in section 6. Modules are only 
introduced on a very general level in this section. Section 5 presents a cross-cutting view on 
the literature by collecting a number of specific characteristics that are applied in section 6.10
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Figure 1: Illustration of major conceptual components of the abstract module definition.

Basically, modules are understood as components of systems which contain information and 
are interconnected at interfaces (as known from software engineering), where they can 
exchange information. The primary elements of this model are illustrated in Fig. 1. More 
logically speaking, such system components contain logical theories, i.e., sets of sentences, 
which they exchange through their interfaces. Moreover, the system itself can influence this 
exchange among modules by means of a composition operation.
In the subsequent sections, we refine these intuitions and capture them more precisely in 
conventional mathematical style, for general comprehensibility.11 As an example domain, the 
modular construction of a top-level ontology is utilized, primarily focusing on the 
combination of a module for time with a module for processes.

4.2 Formal Preliminaries

In the sequel, a very general understanding of a logic is used in order to cover a range of 
approaches, along the lines of [Bar 1985, Her 1995]. A logic L is understood as a triple L = 
(L, MS, �) of a language L, considered a set of sentences12, a set of model structures MS, and 
a satisfiability relation � � MS × L between model structures and sentences. The latter 
generalizes in the standard way13 to model and consequence relations between models, model 
classes, and theories, also denoted by �. The powerset of an arbitrary set S is denoted by 
Pow(S).
Grammar-based definitions of a language L usually distinguish between sentence 
constructions and a signature/vocabulary V. Lg(V) designates the language over V, i.e., all 
sentences which can be constructed from V in a given grammatical framework. Sometimes it 
is useful to speak of the same language even for different vocabularies. Any subset T � Lg(V) 
is called a theory. Voc(T) denotes the vocabulary on which T is based, the language of T is 
Lg(T) =df Lg(Voc(T)). For T � Lg(V) and V' � V, the restriction of T to V' is defined as 
T|V' =df T � Lg(V'). Cn(T) denotes the deductive closure of a theory T regarding a fixed 
consequence relation �. Cc(T) refers to the set of classical consequences of T, in contrast to 
certain non-monotonic consequence relations, for instance. The use of Cc assumes that T is 
formulated in a language which can be interpreted classically. The set of all tautologies of a 
logic is referred to as Taut(V) for a signature V and Taut(L) for a language L. This formal 
setting is broad enough to cover at least classical propositional logic (PL) and first-order logic
(FOL), as well as description logic (DL) and a number of rule-based approaches with a 
model-theoretic semantics. Moreover, many non-monotonic formalisms likewise fit under this 
umbrella.
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4.3 Defining Modules

Common to all modules under consideration is that they contain information, i.e., formally, 
they “contain” a theory. Everything from which a theory may be extracted is called a theory 
container. Th(C) denotes the theory within a theory container C. Further, two kinds of 
sentences in a theory are distinguished, motivated by the difference between axiom sets and 
deductively closed theories: sentences may belong explicitly or implicitly to a theory, where 
implicit sentences are in some sense derived. For instance, an axiomatization of time may 
form the explicit part of a theory container, whereas consequences of that axiomatization 
which are not axioms themselves pertain to the overall theory implicitly.
The set of explicit sentences within a theory container C is denoted by Ex(C), implicit 
sentences by Im(C), which do not overlap and together yield Th(C), i.e., Ex(C) � Im(C) = �
and Th(C) = Ex(C) � Im(C). Note that a theory container C may distinguish explicit and
implicit parts of its theory without the implication that the latter is deductively closed; hence
Th(C) � Cn(Th(C)) remains possible.
An essential aspect of modules is that they are combined and used together, resulting in a 
larger system and module intercommunication. Adapted from software engineering, the 
notion of interfaces is very relevant in this respect. [Loe 2006] discusses a number of options 
for interpreting the notion of interface for the logical case, among them the view of interfaces 
as theories (which should be extracted from the module theory). Here we refine this view and 
distinguish interfaces and their specifications, where the former arise from applying the latter 
to a theory container. To illustrate the intentions for these notions, consider a time theory 
which may comprise an elaborate axiomatization of time points, intervals and various 
relations among them. An interface may be intended to provide restricted access to that theory 
in terms of a language restriction, e.g. to a theory of intervals and the part-of relationship
between intervals only. The interface specification defines that restriction abstractly, and an 
interface is created by applying the restriction to the time theory, i.e., to a particular theory 
container.
More formally, an interface specification FS = (LM, LF, OpF) is defined by two interfaced 
languages, LM internal to the module and LF as available externally at the interface, and a 
transformation operation OpF. This operation may serve purposes of adapting internal 
formulas of the module for external combinations, e.g. by additional relativization of
quantifiers, cf. [Ebb 1994, ch. VIII, p. 119 ff.]. It may likewise not change anything in the 
special case that OpF is the identity operation.
Interfaces are connected with information flow and its direction, which can be realized by an 
exchange of formulas among two theory containers via a connection among their interfaces. 
We distinguish three types of interface specifications: import and export interface 
specifications as well as bidirectional ones. Import (export) interface specifications are 
connoted with the expectation that formulas in the interface language (a) are primarily 
provided outside (inside) the interfaced theory container and (b) they flow only to (away 
from) the module. In the top-level ontology example, the time theory may provide an export 
interface for communicating formulas to the process theory at an appropriate import interface.
In contrast to strict export and import, bidirectional interfaces allow for the exchange of 
formulas in both directions, such that assumptions on the mutual competence are less 
adequate. This requires different operations for these types: import specifications supply
OpF : Pow(LF) � Pow(LM) and export specifications OpF : Pow(LM) � Pow(LF). In the 
bidirectional case, OpF : Pow(L) � Pow(L) with L =df LM � LF and OpF(T) = OpF(OpF(T)) 
for every T � L.14

If an interface specification FS = (LM, LF, OpF) is applied to a theory container C this yields 
an interface F, which is represented as F = (FS, C), where Cont(F) = C and type(F) � {im, ex, 
bi} as derived from the type of OpF in FS. The language internal to the module is denoted by
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Lgm(F), hence Lgm(F) = LM. Oprn(F) designates the operation of the interface specification 
of F. If an input G is provided to OpF this yields the theory of the interface, Th(F) =df OpF(G). 
For export interfaces, the input is the theory of the container, hence Th(F) = OpF(Th(C)).
Resuming the time example, an export interface F defined on intervals and their part-of 
relationships could result in a subtheory of the elaborated time theory Th(C), possibly with 
additionally relativized quantification in Th(F).
Transforming a theory container C into a module M means to add a number of interfaces to C, 
and to provide an operation describing how information imported via interfaces together with 
explicit / local information of C yield the implicit theory of the module. E.g., in the case of the 
process module, this operation defines how the process axiomatization combines with 
imported formulas in the language of time and possibly others. Hence, a module M = (LM, C, 
(Fj)j�J, OpM) must define OpM : Pow(LM) × �j�J (Pow(Lgm(Fj))) � Pow(LM), which further is 
the basis to explain the consequences of changes in modules from which a given module 
imports formulas. The theory of the local container C of M is considered the explicit part of 
M, if M is viewed as a theory container itself, denoted by Ex(M) =df Th(C), thus requiring 
Lg(C) � LM. Ifc(M) =df (Fj)j�J denotes all module interfaces. Due to OpM, Th(M) is dependent 
on the inputs to import and bidirectional interfaces of M, hence using Th(M) must assume a 
fixed environment/system in which the module is employed, as introduced next. The theory 
resulting from importing only empty theories is designated as Th�(M).
The final step is to compose systems from modules, like forming a top-level ontology from 
the time and the process theory and others. First of all, such a system S will also contain a 
theory T in a language L. T is usually derived from the modules (Mk)k�K and the way they are 
interconnected at their interfaces; below Ifm((Mk)k�K) =df �k�K Ifc(Mk) refers to all interfaces 
in a family of modules, which for a system S over that family of modules is abbreviated as 
Ifm(S). We identify two aspects involved in linking modules and the composed system: (1) a 
structure U of the intended (possibly mutual) use among the modules, meeting at their 
interfaces, and (2) a composition operation Cp capturing system-driven transformations 
between two connected interfaces based on the module usage structure. Cp allows the system 
to influence the communication between interfaces independently from its modules. For 
instance, if multiple modules of a top-level ontology provide time formulas, Cp may be used 
for conflict resolution, taking into account the overall system. Much more commonly, 
however, systems are formed from axiomatized modules by their set-theoretical union.
A modular theory or system S is described as S = (L, (Mk)k�K, U, Cp), where U � Ifm(S) × 
Ifm(S) such that interfaces are connected with suitable antagonists, i.e., for every (x,y) � U: 
either (type(x) = bi or type(y) = bi) or (type(x) = im [ex] iff (type(y) = ex [im]). The condition 
that for every k�K: Lg(Th(Mk)) � L is not required for generality, but we expect it to be 
relevant in many scenarios. Cp should be a generic operation (i.e., it does not depend on 
specific modules) and it should respect the distinction of import and export interfaces and the 
structure U. The theory of S is defined as Th(S) =df Cp((Mk)k�K, U). A module interface in S 
is said to be open iff it is not connected with any other interface in U. A system is called 
saturated if it does not require external input, i.e., iff there are no open import interfaces; 
bidirectional interfaces may remain open. Like modules, modular theories are theory 
containers and may divide their theories into explicit and implicit parts, and they can also be 
equipped with their own interfaces, independent of those of their modules.

4.4 Example Module Types

4.4.1 Basic Modules
Two formalisms may provide further illustration of how this framework can be used to 
understand approaches involving logical modules. The first defines a very common view 
based on classical logical theories (e.g., in FOL or any DL), considering the union of these 
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theories plus its deductive closure as the composition operation for the system.15 In the above 
framework, this corresponds to forming a trivial module out of a theory T � L by setting M = 
(L, T, F, �) with F = ((L, L', id), M), where id denotes the identity operation, and L' � L 
forms the interface language. That means, the theory itself (or parts of it) serves as a 
bidirectional interface, and obviously there may be several such interfaces for different 
sublanguages. Modules of this type are called basic modules. They also cover cases where 
parts of the signature are marked as “external” while the information flow remains 
unrestricted when joining theories [Cue 2007a]. Possibly this corresponds to interface 
languages which are a proper subset of L. Given a number of basic modules (Mi)i�I and their 
corresponding family of interfaces Ifm((Mi)i�I), the use of the set-theoretical union as 
composition produces the system S = (Lg(�i�I Voc(Mi)), (Mi)i�I, Ifm((Mi)i�I) × Ifm((Mi)i�I), 
�).16 Consequently, �i�I(Th(Mi)) � Th(S) = Cc(�i�I (Ex(Mi))). For a logic with Craig 
interpolation such as FOL [Cha 1990, Cra 1957], Th(S) is consistent if and only if each pair of 
connected interfaces is consistent, cf. also [Ami 2005].

4.4.2 Modules in Distributed First Order Logic
Aiming at an uncommon composition operation, another example is provided by Distributed 
First Order Logic (DFOL) [Ghi 2000], see also section 6.5. DFOL theories are defined in 
disjoint first order languages, e.g. L1 � L2 = �. Syntactically, they can be linked with 
“interpretation constraints” � � �, where � and � belong to different languages, e.g. � � L1, 
� � L2. The intuition is that � in the L1-module yields that � holds in the L2-module.17

Accordingly, a DFOL interpretation constraint implicitly defines two contributions: one to an 
export interface Fex such that � � Th(Fex) and the other to an import interface Fim with � �
Th(Fim), where it is reasonable to let the “union” of all equally directed interpretation 
constraints between the same modules jointly define those interfaces. Further, the above 
constraint influences the composition operation of the combined system S by adding the pair 
(Fex, Fim) to its usage structure, thus contributing to deriving the theory Th(S). Notably, the 
language of S is restricted compared to a system composed of basic modules. DFOL does not 
allow for composing formulas with constituents from the different module languages.

Most of the approaches to be studied in section 6 deal with basic modules. However, in 
general, composition within a system may depart from set-theoretical union. For instance, a 
system might even provide a weaker theory than each or some of its modules, i.e., Th(S) �
Th(Mi) for every or some i�I. A selection of general characteristics is presented in the next 
section, as a foundation for comparison.

5 CHARACTERISTICS OF MODULE NOTIONS

All of the subsequent characteristics have been collected within the literature or have been 
devised from work on the top-level ontology General Formal Ontology [Her 2006, Her 
2009a]. Accordingly, they represent a collection of features or desiderata to which particular 
notions of module may adhere, instead of a set of necessary requirements for every module 
definition.

5.1 Informal Characteristics

First, we formulate a number of requirements which are hard to state on a sole formal basis.
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CI-1 Comprehensibility: In order to support maintainability, a module should remain 
“comprehensible”. Two options in order to achieve this for basic modules are (a) the 
restriction to a rather small vocabulary and a small set of axioms of arbitrary form, or 
(b) to have a possibly large, structured vocabulary equipped with only simple axioms, 
which furthermore follow one or a few common schemes. Regarding systems, 
comprehensibility should derive from the way in which they are composed of basic 
modules.

CI-2 Stability: For a system, changes to a single module or the addition of loosely related 
modules should not exhibit a strong influence on the structure of the system, i.e., the 
previous system structure should remain stable. For example, adding a module should 
not alter connections among other modules. Furthermore, side effects of evolution 
should be reduced to a minimum. This criterion has also been proposed in [Rec 2003].

CI-3 Compositionality: For a number of logical properties of module theories it is desirable 
to be able to reason over the properties of the theory of the resulting system. For 
example, a composition operation could be devised such that the consistency of a 
system immediately results from the consistency of its modules. Compositionality 
would be very valuable especially for intractable logics such as FOL, because one 
could then concentrate on proving properties of much smaller theories. For more 
tractable logics, compositionality would still be helpful in practice, because large 
ontologies can take current reasoners far beyond their capabilities, cf. [Pan 2006].

CI-4 Directionality Composition should allow for a directed information flow among 
modules, such that a module B may use another, A, without B having an impact on A, 
cf. [Ghi 2000, Bao 2006a]. Formally this is possible in the framework by using import 
and export interfaces. Let Fi and Fk be interfaces with which two components Mi and 
Mk within a system S are connected via an export-import-connection. The exporting 
module cannot receive formulas over that connection. However, in order to enforce 
directionality more generally and also on the system level, composition must 
additionally assure that the combination of Th(Mi) and Th(Mk) to Th(S) respects this
limited information flow.

5.2 Formal Characteristics

The remaining features can be formally captured in the framework introduced above. Note 
that any pre-established constraints with respect to feasibility or computability are not 
imposed. We will frequently refer to a system S composed of a family of modules (Mi)i�I, for 
an arbitrary index set I.

5.2.1 Characteristics Primarily Based on either Interfaces, Modules or Systems

CF-1 Basic Interface and Identity Interface: Naturally, interfaces should only provide 
access to and from the module contents. Often, one would even require that they do not 
change im- or exported formulas. Hence, an interface F is called basic iff, for arbitrary 
input G and output language L, its operation satisfies that Th(F) � G|L. It is called an 
identity interface iff Th(F) = G|L.

CF-2 Black-box Interfaces: The next characteristics aim at the potential of a module at an 
interface to interconnect with other modules. It is derived from [Cue 2007a] and refers 
to the assumptions a module holds at an interface it imports from. Given a module M 
with Ifc(M) = (Fn)n�N, an import or bidirectional interface Fm = (FS, M), m�N, has a 
(simple) black-box property iff for an arbitrary input to Fm such that its theory Th(Fm) is 
consistent, Th(Fm) can be consistently combined with the theory of otherwise only 
empty imports to M. In general, that means that for an arbitrary theory T and the family 
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(Tn)n�N with Tn = Oprn(Fn)(�) for n�m and Tm = Oprn(Fm)(T) such that Tm is 
consistent, it follows that Th(M) = OpM(Ex(M), (Tn)n�N) is consistent. For basic 
modules, this simplifies to enforcing that Th(Fm) � Th�(M) is consistent for arbitrary 
consistent inputs to Fm. A much stricter version is defined by the analogous assumption 
for arbitrary consistent imports at all other interfaces of M, which we call a strict black-
box interface of M.

CF-3 Module Language Overlap: This feature refers to the question of whether module 
signatures or languages may overlap, thus analyzing Voc(Mi) � Voc(Mj) and Lg(Mi) �
Lg(Mj). There is a variety of options, ranging from empty intersections in both cases18

over sharing restricted vocabulary elements (e.g. special relations only) to arbitrary 
overlap among modules.

CF-4 Classically Closed Composition: Due to the important role of classical logics, it is 
often convenient if systems are closed under classical logic: Th(S) = Cc(Th(S)). Basic 
modules and their compositions are classically closed by definition. The rationale 
behind this closure is to assure correct reuse of information from S within classical 
reasoning systems, i.e., when using S itself as a module in another system.

5.2.2 Characteristics with respect to the Interplay of Modules and Systems

For the following characteristics, we assume that modules are equipped with identity 
interfaces only.

CF-5 Inclusion of Explicit Module Information: It appears natural that a system S should 
provide the information contained explicitly in its modules: �i�I (Ex(Mi)) � Th(S).

CF-6 Inclusion of Complete Module Information: This is a strengthening of CF-5 to 
additionally include implicit information of the modules: �i�I (Th(Mi)) � Th(S). For 
basic modules this is called local correctness in [Cue 2006c], which is traced back to 
[Gar 1989].

CF-7 Deductive Conservativity: This criterion is a kind of “inverse” to CF-6, because it 
requires a system to be a (deductive) conservative extension of its modules: for all i�I: 
Th(S)|Lg(Mi) = Th(Mi). Put differently, every module must cover every formula of the 
system which can be expressed in its language. This is referred to as local completeness 
in [Cue 2006c]. The criterion of deductive conservativity is recently strongly advocated 
and analyzed with respect to its application in novel reasoning services for description 
logics, cf. among others [Lut 2007a,b, Kon 2007, Ghi 2006a, Cue 2008b]; cf. [Kon 
2008] for extensions of the notion of conservativity.

CF-8 Deductive Conservativity over Sublanguages: A weakening of deductive 
conservativity yields another form of interrelating a system S and its modules Mi. Here
it is not the case that every sentence of S expressible in terms of a module language 
Lg(Mi) must be part of the module theory Th(Mi), but this is only required for 
expressions of a sublanguage K � Lg(S). One option for determining K is the use of 
sentence schemata. For instance, in a DL setting, [Cue 2006c] defines modules to be 
closed under subsumption, i.e., for a sentence � � Th(S) of the form C � D such that C 
or D � Voc(Mi), it is required that � � Th(Mi). This definition requires atomic DL 
concepts to belong to one and the same module if they stand in a subsumption relation.
That can produce severe effects on system structures in case of changes to the system or 
its modules, especially in decompositional settings if module signatures are not fixed by 
other means, cf. section 6.3. 

CF-9 Transitivity of Information Flow among Modules: In general, given a system S in 
which the modules Mi and Mj are connected such that Mi has an impact on Mj, then 
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composition in S should allow Mi to have an (indirect) impact on any Mk which is 
connected to Mj, cf. [Bao 2006a]. Different kinds of influence lead to different variants 
of this criterion. One way of understanding this intuitive statement in the framework is 
the following. Remember that the composition operation of S should be given 
independently of specific arguments, i.e., in a way which can be applied to arbitrary 
theories (e.g., set-theoretical union). The criterion can mean that there are cases of Mi, 
Mj, and Mk such that Th(Mk) in S differs from Th(Mk) in a copy of S in which Mj

ignores imports from Mi, i.e., where all (x,y) from U in S with x�Ifc(Mi) and y�Ifc(Mj)
are removed.

5.3 Discussion of Characteristics

The above criteria have been identified as those of major relevance for the subsequent 
comparison of works related to modularization. The selection is further influenced by 
prevalent discussions in the literature. Some more advanced but less frequently stated criteria 
have been omitted, like “robustness under joins of signatures” [Kon 2007], similarly for 
formal, but irrelevant ones, e.g. refraining from the inclusion of only implicit information as 
(an analog to the explicit case, CF-5). Hence, the list is not a complete compilation, neither 
with respect to the possibilities in the framework nor to the coverage of the literature.
Concerning interrelations among these characteristics, one can already notice some interplay 
which is likely to prevent attempts to satisfy all of them as requirements for a single notion of 
module. For example, it appears non-trivial to satisfy (a) directionality together with (b) the 
inclusion of module information in the system, (c) deductive conservativity of the system as 
well as (d) classically closed composition. The naïve approach to directionality fails easily, 
i.e., a composition operation which assigns competences to modules based on their languages. 
To see this in a FOL setting, let S be composed of M1 and M2 such that M2 uses M1, and
Th(M1) = Cn(Ex(M1)), Th(M2) = Cn(Ex(M2) � Ex(M1)). S may answer queries in Lg(M1) only 
by means of the first module, thus by Th(M1), but queries in Lg(S) \ Lg(M1) in terms of 
Th(M2). This leads quickly to a situation where S loses classically closed composition, e.g., by 
no longer satisfying the deduction theorem of FOL.
The properties of the inclusion of module information and of deductive conservativity (CF-5
to CF-7) appear very restrictive even without the interplay with other characteristics. The 
question arises whether a non-trivial composition operation can be found which differs from 
set-theoretical union but satisfies both requirements, all the more since these characteristics 
originate from settings of basic modules. For the latter, black-box interfaces also exhibit some 
peculiarities. For modules with a single, possibly language-restricted bidirectional interface, 
the simple and the strict black-box variants are equivalent because of the restriction to a single 
source of import. Moreover, a black-box interface with output language L at a basic module 
M is given iff Th�(M)|L = Taut(L). Therefore, this property corresponds to the fact that Th(M) 
is a deductive conservative extension over every consistent interface theory Th(F) � L. From 
this follows further that linking two modules at black-box interfaces yields no interaction.
After those considerations on an abstract level, more concrete approaches can be discussed.

6 ANALYTIC OVERVIEW OF LOGICAL APPROACHES

As stated earlier, modularization of logical theories is a rather young research interest. The 
following families of approaches are reviewed below.
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� “conservativity and disjoint languages”
[Cue 2006a, 2007a, 2008b, Ghi 2006a,b, Kon 2007, 2008, Lut 2007a,b] and 
[Pon 2006a,b, 2007, 2008]

� “partition-based reasoning” [Ami 2000, 2005, Mac 2003]
� “semantic encapsulation” [Cue 2004, 2005, 2006b,c]
� “package-based description logics” [Bao 2006a,b,c,d, Cue 2007b]
� “distributed logic”   [Bor 2003, Bou 2003, Ghi 2000, 2001, Ser 2004, 2005]

The first four are recent approaches tackling modularization explicitly, whereas the 
“distributed logic” approach originates from different motivations, but applies to 
modularization as well. In this section, we provide a short contextual placement for each of 
these accounts and sketch their main ideas. Moreover, an interpretation in our framework is 
discussed to improve their mutual comparability, where the last subsection surveys all 
features in tabular form.

6.1 Conservativity and Disjoint Languages

The rediscovery of the logical property of conservativity and its potential use in connection 
with modularization issues is among the latest developments in the fields of description logics 
and Semantic Web ontologies. Conservativity in its deductive variant means the following
(cf. also CF-7, CF-8): given two theories T � T', T' is a deductive conservative extension of T 
iff T' does not entail consequences that can be expressed in the language of T, but are not 
already consequences of T. That means, T and T' have the same Lg(T)-consequences, 
Th(T)|Lg(T) = Th(T')|Lg(T). A formal-semantic and usually stronger notion is model-
conservativity, which requires that every model of T can be extended to a model of T' without 
changing the interpretation of symbols in the language of T, i.e., if M � T, there is an M' � T' 
with M'|Voc(T) = M; cf. also e.g. [Lut 2007a, Cue 2008b] for definitional variants.
The application of conservativity to description logics is mainly studied by Frank Wolter and 
colleagues [Ghi 2006a,b, Kon 2007, Lut 2007a,b]. Their work focuses on decision and 
complexity problems, as well as procedures for corresponding reasoning tasks like deciding 
whether one DL theory is conservative over another, or computing explanations for non-
conservativity among two theories. More recently, also types of conservativity and properties 
of such relations among theories are analyzed [Kon 2007, Kon 2008].
In terms of a more explicit approach to defining modularity for DL-based ontologies, 
conservativity has also been adopted as a foundation in [Cue 2007a]. In this work theories are 
formulated in languages with their signatures being partitioned into local and external 
symbols. Moreover, the basic assumption is made that a modular use of the external symbols 
Vext requires that a theory T should produce conservative extensions T � T' over Vext for
every extension T' using symbols from Vext. Accordingly, these theories form basic modules 
with bidirectional identity interfaces as they appear due to language overlap. In addition, the
requirement means that the interface defined over the external signature Vext is a simple black-
box interface. Note that connections among two theories at these interfaces yield no 
information exchange among them, cf. section 5.3. [Cue 2008b] is a comprehensive successor 
of [Cue 2007a] which adopts a weaker, relative definition of “module”: a subtheory T' � T of 
a given DL theory T is a module of T for another DL theory S iff S � T is a (deductively) 
conservative extension of S � T' with respect to Voc(S).
As a special case of conservativity one may consider the decomposition of theories into 
disjoint language components. The uniqueness (modulo equality formulas) of such 
decomposition in the first-order case has been proved by Denis Ponomaryov [Pon 2006a,b]. It 
appears instructive to include this case in Table 1 for comparison. Moreover, the approach is 
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being developed further, recently including relative decompositions of theories, i.e., studying 
the relation between theories and decomposable subtheories [Pon 2007, Pon 2008]. 
Accordingly, this work evolves into a partition-based reasoning approach, which is introduced 
next.

6.2 Partition-Based Reasoning

This approach is motivated with a scenario of reasoning over multiple theories with 
overlapping content and vocabularies in propositional or first-order logic. A subsidiary aim is 
the improvement of the efficiency of reasoning by means of partitions. [Ami 2005] presents 
the latest introduction to the theoretical framework, which is based on earlier publications 
[Mac 2003, Ami 2000]. The main idea is to use a message passing metaphor from the object-
oriented paradigm in software engineering for reasoning over a partitioning of some theory. 
More precisely, given a theory T and a partitioning (Ti)1�i�n of T, message passing algorithms 
are specified which employ “standard” reasoning within each Ti, but use message passing 
between certain Ti and Tk if their languages overlap. The specified algorithms are proved to 
be sound and complete with respect to classical reasoning over T, with these results being
heavily based on Craig interpolation [Cra 1957, Lemma 1].
Moreover, [Ami 2005] presents a decomposition algorithm for theories which aims at 
minimizing three parameters, ranked by importance: for a single partition Ti, it minimizes 
primarily the number of symbols exchanged with other partitions, secondarily the number of 
unshared symbols within Ti. For the overall partitioning, the number of partitions should be 
kept to a minimum, which is the third and least enforced parameter.
In terms of the above framework, the theories in a partitioning are basic modules equipped 
with bidirectional identity interfaces over Lg(Ti) � Lg(Tk), which are composed by set-
theoretical union. Therefore, neither directionality nor deductive conservativity is satisfied in 
general. It remains to be studied whether the decomposition algorithm produces modules over 
which the system is deductively conservative. Apart from that, the decomposition approach 
minimizes coupling among modules, module size, and their number.

6.3 Semantic Encapsulation

The term “semantic encapsulation” is borrowed from [Cue 2005], and we use it to cover work 
on �-connections [Kut 2004] as well as its continuation and extension especially for DLs by 
Bernardo Cuenca Grau and colleagues in [Cue 2004, 2005, 2006b,c]. �-connections provide a 
method of combining certain kinds of logics, hence this approach belongs to the more mature
field of combining, fibring, and fusing logics19. There is the general result that the 
combination of decidable logics which can be expressed in terms of �-connections yields a 
possibly more expressive, but still decidable formalism. One of the central ideas behind �-
connections is that each logic maintains its own interpretations in terms of separate model 
structures, but certain restrictions among the distinct model structures can be expressed when 
combining logics, by means of link relations.
Cuenca Grau et al. [Cue 2004, 2006b] apply �-connections to the combining of ontologies 
based on description logics, motivated by the idea of an integrated use of independently 
developed OWL ontologies on the web. This work has later been extended in a way which 
departs from �-connections to some extent [Cue 2006c]. Nevertheless, it transfers the above-
mentioned feature of the �-connections method – distinct model structures connected by link 
relations – to a certain class of SHOIQ theories20, namely to such that allow for a partitioning 
of the domain of their models. More precisely, [Cue 2006c] introduces a decomposition 
approach for such SHOIQ theories by presenting a partitioning algorithm for a theory T, in 
which the resulting set P of partitions containing subtheories is correlated with a specific 
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group of models of T. These models exhibit a domain partitioning D, and each single partition 
p of T (i.e., p � P) can be evaluated in a single partition d � D of the domain of the model. It 
is this property which may justify the name “semantic encapsulation”. Each partition has the 
property that any two concepts such that one entails the other belong to the same partition. 
Modules in the sense of [Cue 2006c] are computed based on unions of such partitions, which 
by the computation inherit this property.21

With respect to our model, this account is also concerned with basic modules with identity 
interfaces, composed by set-theoretical union, yet in contrast to partition-based reasoning here 
in a DL setting. In its decompositional form, the stability of modular systems arising from 
such decompositions is not ensured if the initial theory is modified.

6.4 Package-based Description Logics

In [Bao 2006d], Jie Bao and colleagues define a package-based approach for description 
logics, P-DL, with intended features such as a localized semantics of modules, directional 
semantic relations among them, and partial reuse or information hiding. Similarly to [Cue 
2007a], the symbols of a theory in P-DL are divided into foreign terms and home package 
terms. Semantically, the disjointness of model domains as discussed above is alleviated for 
P-DL, i.e., importing among theories occurs by means of domain relations, which are specific 
one-to-one mappings among the domains of local models required as soon as one theory 
imports a foreign term.22

In general, basic modules form the basis of this account, as well.23 Directionality in the sense 
of CI-4 – though intended – is not fully supported yet, because it is possible that one module 
adds assumptions on foreign terms only, which propagate back to the modules these terms 
originate from, even if the latter do not import anything from the former, see [Bao 2006a, 
p. 627]. Note further that [Cue 2007b] presents a self-contained formal definition of P-DL 
together with a simplified, but equivalent variant which employs identity as the one-to-one 
mapping among model domains.

6.5 Distributed Logics

The notion of “distributed logics” covers several approaches rooted in the contextual 
reasoning community, specifically based on Local Model Semantics (LMS) and Multi-
Context Systems (MCS), cf. [Ghi 2001, Ser 2004]. More precisely, it refers to works of 
Luciano Serafini et al. on developing Distributed First Order Logic (DFOL) [Ghi 2000], 
Distributed Description Logics (DDL) [Bor 2003] and a contextualized form of OWL, called 
C-OWL [Bou 2003].
The major idea of LMS/MCS, which conveys to the more recent approaches, is to have a 
collection of theories (possibly in different logical systems) each of which is first of all 
interpreted locally, i.e., with respect to the semantics of its associated logic (all of which are 
assumed to be model-theoretically defined). Domain relations define (arbitrary) 
interconnections among the domains of such local models, which can be restricted by 
compatibility constraints, specific syntactic expressions involving different local languages. 
This yields information exchange among the local theories. Bridge rules provide a proof-
theoretic counterpart for compatibility constraints: given two theories T1 and T2, a bridge rule 
is a pair of formulas (�, �) such that � � Lg(T1),  �� Lg(T2), which states that � � Th(T1) 
allows one to conclude � in T2.
The distributed logic approach is compositional rather than decompositional. Actually, it does 
not aim at creating an integrated system and has not been invented as an approach to tackle 
modularization originally. A view of many partially interrelated, coexistent theories is 
advocated instead. One rationale for this is the motivation to describe communicating agents 
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with possibly different views. Despite of this, the list of properties required for DFOL [Ghi 
2000] documents quite some overlap with our collection of characteristics.
Local theories in DFOL can be considered as modules equipped with identity interfaces. 
Bridge rules provide a non-trivial composition operation, which fully supports directionality 
in DFOL. Further, due to the peer-to-peer semantics, the language extension at the system 
level is restricted to compatibility constraints. They cannot be iterated, i.e., only local 
formulas are permitted as subexpressions of a compatibility constraint, such that arbitrary 
formulas over the union of the vocabularies are not included. Put differently, the (virtual) 
system language is severely restricted to the union of the languages of its modules plus 
compatibility constraints. On a more technical level, the fact that all languages are local and 
mutually independent creates some inconvenience, because the representation of overlapping 
vocabularies implies the addition of many bridge rules.
DDL [Bor 2003] transfers the approach to a description logic setting, where only restricted 
forms of bridge rules have been studied yet, which express forms of inter-module 
subsumption. However, the composition operation remains fairly unconstrained, as in the 
basic formalism. The effects of this freedom have been criticized not to meet expectations for 
modules (named the subsumption propagation problem and inter-module unsatisfiability 
problem, cf. [Cue 2004, Bao 2006a]). Although these can be partially avoided by appropriate 
modeling [Ser 2005], we maintain that this mismatch originates from the motivation of 
linking systems with different views, which should not be intermingled with modular systems 
(that are assumed to be, at least potentially, globally consistent and integrated). Due to the 
named problems [Bao 2006a] denies DDL transitive reuse, which Bao et al. define regarding 
subsumptions within a module. In general, however, certain effects from one module may 
flow to another one which is not directly connected to the first, but reachable via an 
intermediate module, cf. [Ser 2005], thus satisfying transitivity of information flow as defined 
above (CF-9). Moreover, DDL satisfies the inclusion of implicit information [Bor 2003, 
p. 170]. Bridge rules provide directionality, except for some special cases where DDL may 
show effects along the reverse direction of a bridge rule, cf. [Ser 2005].

6.6 Summarizing Overview

Table 1 shows an evaluation against the presented characteristics of modules and modular 
systems. The order of presentation from left to right is geared to the deviation from classical 
logic, rather than the chronological occurrence of the approaches. Apparently, the majority of 
approaches refers to basic modules composed by means of set-theoretical union. To some 
extent this commonality is due to our selection of works which centers on common, purely 
logical settings, cf. also the remarks about further relevant work in the next section. It also 
explains the remarkable acceptance of the inclusion of explicit module information (CF-5).

<<TABLE 1 ABOUT HERE>>

In general, the table entries provide strong indications regarding the criteria, but they should 
not be seen as assignments with a unique and irrevocable interpretation. For instance, in case 
of directionality, “No” should be read as such that it is possible to create directional 
compositions for basic modules as a special case, but it is not enforced in general. Similarly, 
compositionality with respect to consistency is only satisfied in the case of disjoint signatures 
if equational theories do not conflict.
Concerning modularization vs. additional motivations of the formalisms discussed, in our 
opinion distributed logics and P-DL intermingle different views with knowledge organization 
from a single point of view. We believe that these should be more clearly separated and 
tackled independently. Furthermore, first comparisons are available, focusing mainly on �-
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connections, DDL, and P-DL. [Wan 2007] provides an evaluation of these approaches against 
a set of primarily technological criteria, clustered into five dimensions: networking, dynamics, 
distribution, reasoning, and expressivity. The overlap with the characteristics above is rather 
limited. [Wan 2007] follows [Bao 2006c] which discusses all three approaches from a DFOL 
perspective, showing their mutual interrelationships in this setting. In contrast, [Cue 2007b] 
provides a comparison from a description logic point of view. In addition, the authors discuss 
the option to tackle modularization by novel reasoning services for existing languages, in 
contrast to developing languages with new, non-standard semantics. It remains open whether 
one of these lines offers more advantages than the other. From our perspective, reasoning 
services like determining the conservativity of one theory over another are definitely 
beneficial for managing theories. As services, however, they exhibit a dynamic character, 
similarly to decompositional approaches in general – which conflicts with criteria like 
stability (CI-2). A potential resort for this may be to distinguish “designed modularity” when 
building large ontologies from “dynamic modularity support” when using or analyzing 
ontologies.
Altogether, it seems that logical modularization currently produces diversified results and 
finds itself still in a phase where, based on common, high-level goals like reuse and 
comprehensibility, the main directions of research require further clarification.

7 CONCLUDING REMARKS

7.1 Further Related Areas

The comparison section above concentrates on recent approaches in purely logical settings, 
most of which explicitly relate themselves to their application for formalizing ontologies.
However, there are many other fields which may provide valuable input to theories of logical 
modularization.
Certainly the most prominent large-scale system involving reasoning and structuring theories 
has not been presented here, namely the solution provided for structuring the CYC knowledge 
base [Len 1990] in terms of microtheories. The theory for this has primarily been developed 
by Rahmanathan Guha [Guh 1991], placed in the field of contextual reasoning and strongly
inspired by John McCarthy, who later continued work on contexts with a related formalism 
[McC 1998]. [Obr 2009, sect. 4] in this volume summarizes both microtheories and reasoning 
about contexts. Contextual reasoning is at the borderline of our selection. We just note that 
covering this approach as well appears possible and would clearly transcend basic modules, 
e.g., by the need for actual transformations in interfaces.
In the Semantic Web area there is a lot of research which either extends logical formalisms 
more radically, adds extra-logical features, or may also provide less logic-oriented 
approaches, e.g. for decomposing ontologies in RDF(S) based on properties of RDF graphs. 
Examples for this overall group are [Stu 2003, 2004, Sei 2006]. 
Another very relevant line of research refers to formal approaches in software engineering and 
in the semantics of programs and programming languages. Cursorily, a number of authors 
including ourselves already draw inspiration upon software engineering, e.g. by referring to 
notions like interfaces, information hiding, etc. However, established formal results in these 
fields should be studied more closely, e.g., approaches such as [Ber 1990, Dia 1993]. The 
latter is founded on category theory, cf. [Ada 1990, Hea 2009]. On a category-theoretic basis 
several related approaches have been developed. One of them involves the Common 
Algebraic Specification Language (CASL) [Mos 2004], which was originally designed for 
algebraic software specification. CASL and its extension HetCASL [Mos 2005], respectively, 
allow for logical specifications in a variety of systems. They are recently employed for 
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ontologies [Lüt 2006] by means of the Heterogeneous Toolset (Hets) [Mos 2005]. Concerning 
modularity, that represents an interesting approach insofar as concepts for structuring in 
CASL are only very loosely dependent on the specific logic in use. [Kut 2008] discusses 
theoretical foundations for this direction, suggesting the category-theoretic notions of 
diagram, colimits, and of the institutions of Goguen and Burstall [Gog 1992] as a proper basis 
for modularity in ontologies. This approach appears promising, despite and due to its high 
level of abstraction, e.g. [Kut 2008] can directly align itself with the conservativity
approaches in section 6, re-interprets �-connections [Kut 2004] in the semantic encapsulation
approach and DDL [Bor 2003] in the distributed logics family, and supports implementations 
with Hets [Mos 2005].
Finally, the Information Flow Framework (IFF)24 developed by Robert Kent [Ken 2005] 
remains to be included. On a strict category-theoretic foundation Kent defines a metatheory 
intended to serve for the structuring of the Standard Upper Ontology25, see also [Obr 2009, 
sect. 4.5]. Similarly to HetCASL and [Kut 2008], a major aim of the IFF is to achieve 
independence of particular logics in which ontologies may be expressed. Accordingly, both 
approaches are also closely related to the field of combining logics, while the motivation of 
the IFF is intimately tied to the organization of ontologies.

7.2 Conclusions

First, let us briefly summarize this chapter. Tracing the route of terminologies and ontologies 
in information systems, we outline the move of (medical) terminological systems from simple 
term lists to formal description logic theories. From this perspective, reducing the complexity 
of systems was first tackled by composing complex concepts from atomic concepts, as well as 
by a structured arrangement of concepts. Ensuring correct concept composition has ultimately 
been achieved by the use of description logics, which can be used to prove formal consistency 
and to avoid meaningless concepts to some extent. Nevertheless, the problems of how to 
comprehensibly arrange, search, and navigate large structures of categories like 
polyhierarchies or graphs remain open, despite recent research and some advances.
Due to the status of (description) logics as the contemporary formalism to express ontologies, 
e.g. in the medical domain or the Semantic Web, we concentrate on logical modularization 
approaches as a means to tackle the complexity of large categorical systems to the extent of 
facilitating their comprehensibility, construction, maintainability, evolution and reuse. 
Regarding work concentrating on ontologies, a corresponding field is currently being 
established, with a major focus on description logics for the Semantic Web. In order to 
compare its approaches and discussions, we present an abstract framework to describe 
characteristics of modules and related notions. On the one hand, this framework is tuned to a 
high level of generality with sufficient degrees of freedom in order to cover many proposals. 
On the other hand, it attempts to remain conceptually minimal, by a model established on top 
of theories mainly by the notions of interface, module, and system. Basically, modules are 
understood as components of systems which are interconnected at interfaces, exchanging 
logical sentences. Notably, there are model-based approaches to modularization which seem 
to deviate from the idea of exchanging sentences.
In the previous section, a number of approaches are introduced and considered regarding this 
framework. That section indicates the fairly heterogeneous landscape of modularization 
proposals in terms of the characteristics introduced in section 5. Other characteristics were not 
covered, like the application of the approaches for top-level ontologies as discussed in [Loe 
2006], or more generally the utility and adequacy with respect to specialized purposes. It 
remains to be seen how those proposals behave along other dimensions.
It may appear questionable to discuss modularization for logical systems rather than 
genuinely for ontologies. However, we are not aware of any particular ontological theory of 
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modularization, nor elaborate methodological guidance which concerns the structuring of 
categorical systems. Currently, we see [Rec 2003] as the closest work to attempting such 
guidance. In connection with logical approaches it is noteworthy that the core of all 
approaches covers a partitioning / division of the logical languages. Ontologically, this may 
be interpreted to refer to different domains, which leads one to the theory of levels of reality 
[Gno 2004] and of domains in general. Those may become an initial step to ontological 
principles of organization. However, this requires further studies, see also chapters [Her 
2009b] and [Sym 2009] in this volume. To provide an example, a distinction with logical 
impact and potential benefit by means of an ontological approach refers to special cases of 
partitions of categories. In [Loe 2006], taxonomic interrelations of such partitions are 
distinguished: horizontal partitions comprising categories on a similar level of generality, yet 
in different domains, which are contrasted with vertical partitions organized in such a way 
that all categories in one partition are more general than one or more members in another. 
[Cue 2006a] adheres to a similar difference and defines diverse characteristics for 
modularization in correspondence with these cases. Pursuing such routes further may 
transcend purely formal solutions, possibly founded on more elaborate ontological theories 
about categories and domains than available at present.
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further developed by the International Health Terminology Standards Development Organization (IHTSDO), see 
http://www.ihtsdo.org. The number originates from the page http://www.ihtsdo.org/snomed-ct/snomed-ct0/, 
accessed on 13.09.2008.
2 Most of the current terminological systems arrange concepts by subsumption relations, i.e., along their degree 
of generality. The broad use of the term “subsumption hierarchy” includes trees and directed acyclic graphs, also 
called polyhierarchies. The depth of such hierarchies refers to the path lengths between roots and leaves.
3 This mixture appears, e.g., in the description of first-, second- and third-generation terminologies; cf. [Ros 
1997, Spa 1998, Str 2002].
4 GALEN and SNOMED CT have adopted weak description logics very early. [Spa 1998, Spa 2001] report the 
use of a very restricted and therefore computationally well tractable description logic for an earlier version of 
SNOMED CT. The only concept constructors referred to are conjunction and existential restrictions, plus top and 
bottom symbols (apart from bottom, these constructors form nowadays the EL description logic [Baa 2003a]). 
Such usage is also claimed for GRAIL, the language used for GALEN. However, according to [Rec 1997], the 
structure of GRAIL appears to be related to, but somewhat different from standard description logics, cf. also 
[Rec 2005, p. 12 f.].
5 In [Str 2002], Straub further proposes so-called multi-point models in order to allow for multiple values on one 
and the same dimension on a regulated basis, motivated by examples like a double fracture and given an analysis 
why extensions by another dimension would not solve that representation problem. Though we agree on the 
examples, some skepticism about this solution remains on our side, but cannot be elaborated here.
6 See also [Dzb 2008] for the navigation problem and related challenges from the perspective of human-
computer interaction applied to ontological engineering.
7 On the technical level, they are most often delivered in the form of huge data files, with a technically oriented 
structure which is rather independent of the conceptual architecture.
8 Open Biomedical Ontologies: http://obo.sourceforge.net/
9 Terminologically, we separate the use of “ontology” from that of logical “theory”, generally adhering to more 
formal, logical vocabulary in this part of the chapter. In the same line the term “semantically” should now be 
read as referring to a formal, model-theoretic semantics.
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10 Note that section 6 provides a review of the selected approaches which should to a large extent be readable 
without detailed knowledge of the framework. However, the latter supports a unified view and collects recurrent 
properties required for modules in section 5.
11 Note that partially similar issues are treated in [Kut 2008] at a comparable level of generality, exposed in more 
sophisticated terms on the basis of category theory; cf. section 7.1 for more details about this and related works.
12 We consider only closed formulas, i.e., formulas without free variables (in languages with variables).
13 One may consider first-order logic as a prototypical case for those notions, cf. [Ebb 1994, ch. III].
14 This requirement is a real restriction compared to replacing a bidirectional interface with an arbitrary pair of an 
import and an export interface.
15 In the sequel, following common conventions and despite actually distinguishing theories and deductively 
closed theories, we abbreviate this composition operation as “union” or “set-theoretical union”, denoting it as �.
16 Concerning the usage structure among basic modules, there is some arbitrariness between two options: either 
to consider all interfaces connected to each other, or to see connections only if there are non-empty intersection 
languages among the Mi. We chose Ifm((Mi)i�I) × Ifm((Mi)i�I) because even with empty intersection languages 
some interaction may occur among the Mi, e.g., creating inconsistency based on logical sentences restricting the 
universe to different cardinalities. However, for FOL the second option is in effect equivalent to this [Ami 2005].
17 Interpretation constraints are a special kind of “compatibility constraints” as mentioned in section 6.5. Their 
proof-theoretic counterparts share the same intuition and are called “bridge rules”, a new type of inference rule 
in DFOL.
18 In FOL with equality, the equals symbol must be noticed and can be seen as commonly shared. For example, 
contradictory equality sentences may produce contradictions when joining seemingly signature-disjoint theories.
19 The field emerged around the mid of the 1990s, exemplified by dedicated publications and events such as the 
workshop series “Frontiers of Combining Systems”, cf. [Cal 2005].
20 SHOIQ is a slightly more expressive description logic than SHOIN, the description logic underlying OWL-
DL. See [Cue 2005, sect. 2] for an in-depth discussion.
21 This property has an effect which may be problematic in some cases. Given a domain ontology D modulariz-
able according to [Cue 2006c], the use of an ontology with more general categories G to integrate D-categories 
by means of subsumption causes all modules to collapse into one. This has practically been observed in tests 
with the GALEN ontology [Cue 2005, p. 150 f.], and will prevent the use of foundational ontologies in modular 
fashion according to this approach.
22 Actually, [Bao 2006d] discusses three types of semantics: a local semantics per module, a global semantics, in 
which all model domains are united and domain correspondences are merged, and a distributed semantics which 
includes a central package and all of its imports.
23 It is tempting to view foreign terms as defining import interfaces instead of the bidirectional identity interfaces 
of basic modules. This assumption is also supported by the propagation of subsumption relations among terms to 
modules importing all atomic term components. However, conservativity properties are not generally satisfied by 
P-DL, and accordingly, bidirectional interfaces appear more appropriate than import interfaces.
24 Information Flow Framework: http://suo.ieee.org/IFF/
25 Standard Upper Ontology: http://suo.ieee.org/
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Table 1: Overview of logical approaches discussed in section 6 with respect to the characteristics defined in section 5.

Characteristic Disjoint Signatures Basic Modules 
With 

Conservativity

Partition-based 
Reasoning

Semantic 
Encapsulation

Package-based 
Description Logic

Distributed 
Logics

Logic FOL FOL, DL FOL DL,
(�-Connections)

DL FOL, PL, DL

Way of Creating Modular Systems Decompositional
(in [Pon 2006a,b])

Primarily
Compositional

Compositional and 
Decompositional

Compositional and 
Decompositional

Primarily 
Compositional

Compositional

CI-1 Comprehensibility Not addressed Not addressed Not addressed Not addressed Not addressed Not addressed
CI-2 Stability No Not addressed Rather No No Rather Yes Rather Yes
CI-3 Compositionality wrt Consistency Yes No No No No No
CI-4 Directionality No No No No Partial Yes
CF-1
CF-2

Interface Types
None

(no interfaces)
Identity,

some Black-box
Identity Identity Identity Identity

CF-3 Module Language Overlap Only Equality Arbitrary Arbitrary Arbitrary Arbitrary None
CF-4 Classically Closed Composition Yes Yes Yes Yes Yes No
CF-5 Inclusion of Explicit Module 

Information
Yes Yes Yes Yes Locally: Yes

Globally: No
Yes

CF-6 Inclusion of Implicit Module 
Information

Yes Yes Yes Yes Locally: Yes
Globally: No

DFOL: Not appl.
DDL: Yes

CF-7 Deductive Conservativity Yes Yes No No No No
CF-8 Deductive Conservativity over 

Sublanguages
Yes

(implied)
Yes

(implied)
No No No No

CF-9 Transitivity of Information Flow No (implied) Yes Yes Yes Yes Partially
Additional Remarks Ded. Conservati-

vity over sublang-
uages is discussed 
in [Kon 2007]

Cf. [Bao 2006d] 
for the distinction 
of local and 
global semantics.

Restricted system 
language in 
DFOL


