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Preface

The ABCs of z/OS® System Programming is an 11-volume collection that provides an intro-
duction to the z/OS operating system and the hardware architecture. Whether you are a
beginner or an experienced system programmer, the ABCs collection provides the informa-
tion that you need to start your research into z/OS and related subjects. If you would like to
become more familiar with z/OS in your current environment, or if you are evaluating plat-
forms to consolidate your e-business applications, the ABCs collection will serve as a power-
ful technical tool.

Volume 1 provides an updated understanding of the software and zSeries® architecture, and
explains how it is used together with the z/OS operating system. This includes the main com-
ponents of z/OS needed to customize and install the z/OS operating system.

The contents of the other volumes are as follows:

» Volume 2: z/OS implementation and daily maintenance, defining subsystems, JES2 and
JESS3, LPA, LNKLST, authorized libraries, SMP/E, Language Environment®

» Volume 3: Introduction to DFSMS™, data set basics storage management hardware and
software, catalogs, and DFSMStvs

» Volume 4: Communication Server, TCP/IP, and VTAM®

» Volume 5: Base and Parallel Sysplex®, System Logger, Resource Recovery Services
(RRS), global resource serialization (GRS), z/OS system operations, automatic restart
management (ARM), Geographically Dispersed Parallel Sysplex™ (GDPS®)

» Volume 6: Introduction to security, RACF®, Digital certificates and PKI, Kerberos,
cryptography and z990 integrated cryptography, zSeries firewall technologies, LDAP, and
Enterprise identity mapping (EIM)

» Volume 7: Printing in a zZ/OS environment, Infoprint Server and Infoprint Central
» Volume 8: An introduction to z/OS problem diagnosis
» Volume 9: zZ/OS UNIX® System Services

» Volume 10: Introduction to z/Architecture®, zSeries processor design, zSeries
connectivity, LPAR concepts, HCD, and DS8000™

» Volume 11: Capacity planning, performance management, WLM, RMF™, and SMF

The team that wrote this book

This book was produced by a team of specialists from around the world working at the
International Technical Support Organization, Poughkeepsie Center.

Paul Rogers is a Consulting IT Specialist at the International Technical Support
Organization, Poughkeepsie Center. He writes extensively and teaches IBM® classes
worldwide on various aspects of z/OS, UNIX System Services, Infoprint Server, and JES3.
Before joining the ITSO 20 years ago, Paul worked in the IBM Installation Support Center
(ISC) in Greenford, England, providing OS/390® and JES support for IBM EMEA and the
Washington Systems Center. He has worked for IBM for 40 years.

Redelf Janssen is an IT Architect in IBM System z9™ Technical Sales, Bremen, Germany.
He holds a degree in Computer Science from the University of Bremen and joined IBM in
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1988. He is responsible for supporting IBM System z9 customers in Germany. His areas of
expertise include IBM System z9, z/OS, storage management, and availability management.
Redelf has co-authored IBM Redbooks® about several OS/390 and z/OS releases, as well as
ABCs of z/0OS System Programming.
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large systems. He has co-authored many IBM Redbooks publications and spent many years
teaching about large systems from S/360™ to S/390®. He has a degree in Chemical
Engineering from the University of Sao Paulo, Brazil.

Thanks to the authors of the previous edition of this book. Authors of the first edition, ABCs of
z/0OS System Programming Volume 1, published in December 2003, were:

Miriam Gelinski is a staff member of Maffei Consulting Group, where she is responsible for
supporting customer planning and installing zSeries software. Miriam holds a Bachelor’s
degree in Information Systems from the Universidade S&o Marcos. Before joining the Maffei
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Become a published author

Join us for a two- to six-week residency program! Help write a book dealing with specific
products or solutions, while getting hands-on experience with leading-edge technologies. You
will have the opportunity to team with IBM technical professionals, Business Partners, and
Clients.

Your efforts will help increase product acceptance and customer satisfaction. As a bonus, you
will develop a network of contacts in IBM development labs, and increase your productivity
and marketability.

Find out more about the residency program, browse the residency index, and apply online at:

ibm.com/redbooks/residencies.html

Comments welcome

X

Your comments are important to us!

We want our books to be as helpful as possible. Send us your comments about this book or
other IBM Redbooks in one of the following ways:

» Use the online Contact us review Redbooks form found at:

ibm.com/redbooks
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Introduction to z/OS

z/OS is an integrated enterprise server operating system. It incorporates into one product a
leading-edge and open communications server, distributed data and file services, Parallel
Sysplex system support, object-oriented programming, distributed computer environment
(DCE), and an open application interface. As such, it is uniquely suited to integrate today's
heterogeneous and multi-vendor environments.

Although the official product name of the operating system is z/OS, the former product name,
MVS, is still used when describing any aspect of the operating system.

By incorporating the base operating system, z/OS continues to build on the classic strengths
of MVS: reliability, continuous availability features, and security. This provides a scalable
system that supports massive transaction volumes and large numbers of users with high
performance, as well as advanced system and network management, security, and 24/7
availability.

Businesses are relying on mainframe servers to power their transformation into on demand
enterprises. Together, IBM System z™ and z/OS deliver industry-leading capabilities
designed to help reduce IT complexity and increase business flexibility while driving down
costs. The IBM mainframe is ready to help leverage, extend, and integrate core business
applications. It is positioned as a leading platform to manage and integrate your IT operating
environment. With middleware and tools to complete the system, you can begin to make on
demand a reality by using the most important asset you have, your z/OS mainframe. From
automation to advanced virtualization technologies and open and industry standards, z/OS
can help deliver competitive advantages for an on demand business.

This chapter presents an overview of the z/OS operating system:

The z/OS operation system evolution

The hardware required to install and run z/OS

Differences between z/OS and z/OS.e

The z/OS base and optional products, with a brief description of some of them

The z/OS products requiring customization

The system programmer skills needed to install and maintain the z/OS operating system
The requirements to install z/OS

The installation package delivery options

VVyVYyVYVYVYYVYY

© Copyright IBM Corp. 2008. All rights reserved. 1



1.1 z/OS services

Figure 1-1 z/OS services

z/0OS services
z/0OS, as an operating system, provides program management services that let you create,
load, modify, list, read, and copy executable programs.

The z/OS system provides solutions for the following major areas:

» Data management: z/OS provides a set of functions to manage storage resources on the
system, support storage and retrieval of data on disk, optical and tape devices, program
management functions, and device management functions to define and control the
operation of input and output storage devices. Distributed File Manager (DFM) supports
access to remote data and storage resources.

» Softcopy publications services: These services improve productivity in systems
installation and management.

» Security services: Security and Cryptographic Services are a set of products and
features used to control access to resources, and to audit and manage the accesses with
appropriate centralized or decentralized control. These services form the basis for all
security services for traditional applications, UNIX applications, and distributed systems.

» System management services: The functions and features provided with z/OS allow
robust control and automation of the basic processes of z/OS, thus increasing availability,
improving productivity of system programmers, and providing a consistent approach for
configuring z/OS components of products.

2 ABCs of z/0S System Programming Volume 1



» Network communication services: z/OS enables world class TCP/IP and SNA
networking support; multivendor, multiplatform connectivity; connectivity to a broad set of
users; and support for multiple protocols.

» Applications enablement services: These services provide a solid infrastructure in
which you can build new applications, extend existing applications, and run OLTP and
batch processes.

» UNIX System Services: z/OS contains the UNIX applications services (shell, utilities, and
debugger) and the UNIX system services (kernel and runtime environment). The shell and
utilities provide the standard command interface familiar to interactive UNIX users. z/OS
includes all the commands and utilities specified in the X/OPEN XPG4.2. With Language
Environment, z/OS supports industry standards for C programming, shell and utilities,
client/server applications, and the majority of the standards for thread management, thus
allowing transparent data exchange and easy portability of applications in an open
environment.

» Distributed computing services: These services are achieved by a set of features and
functions. Network File System acts as a file server to workstations, personal computers,
or other authorized systems in a TCP/IP network. Remote files are mounted from the
mainframe (z/OS) to appear as local directories and files on the client system. DCE
enables data encryption standard (DES) algorithms and the commercial data masking
facility (CDMF). Distributed File Services (DFS™) SMB allows users to access data in a
distributed environment across a wide range of IBM and non-IBM platforms. SMB can
automatically handle the conversion between ASCII and EBCDIC.

» e-Business services: The IBM HTTP Server provides for scalable, high performance
Web serving for critical e-business applications. It is exclusive to z/OS. This element was
previously known as a base element of z/OS under the names Lotus® Domino® Go, the
Internet Connection Secure Server (ICSS), and the Internet Connection Server (ICS).

» Print services: Application output can be electronically distributed and printed or
presented over the Web.

z/0S functional enhancements

z/OS Version 1Release 1 was introduced as a replacement for the last release of OS/390.
There were ten releases of 0S/390, with a new release shipped every six months. This book
is based on z/OS Release 1 Version 8. This release was made generally available in
September 2006.

z/OS (program number 5694-A01), the next generation of the premier System z operating
system, enables you to manage the volatility of e-business workloads. z/OS delivers the
highest qualities of service for enterprise transactions and data, and extends these qualities
to new applications using the latest software technologies.

Some highlights of z/OS are:

» The 64-bit z/Architecture implemented by z/OS and the IBM System z processors
eliminates bottlenecks associated with the lack of addressable memory. The 64-bit real
(central) storage support eliminates expanded storage, helps to eliminate paging, and
may allow you to consolidate your current systems into fewer logical partitions (LPARs) or
to a single native image.
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1.2 IBM server and operating system evolution
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Figure 1-2 Architecture and operating system evolution

Software and hardware evolution

Enterprise system hardware was transformed by the introduction of the z/OS Parallel Servers.
Based on the complementary metal oxide semiconductor (CMOS) technology, these parallel
systems are smaller in size and larger in capacity than their predecessors, and deliver
performance at a lower cost.

With the introduction of the S/390 Parallel Servers in 1994, the mainframe was revived. The
CMOS technology offers mainframe computing power at a lower cost. The zSeries CMOS
machines can be connected with other zSeries or S/390 CMOS machines or even traditional
ES/9000® machines to form a Parallel Sysplex. The sysplex offers high availability and the
option to add capacity in small increments.

The transformation of mainframe hardware, together with business requirements for
information technology (IT), are the driving forces behind changes in the operating system
software. In 2001, the z/OS system was introduced as the zSeries server operating system.
z/OS extends the S/390 architecture to provide the enterprise-wide client/server infrastructure
and tools that businesses need for fast, flexible deployment of new applications.

z/Architecture

z/Architecture is the next step in the evolution from the System/360™ to the System/370™,
System/370 extended architecture (370-XA), Enterprise Systems Architecture/370*
(ESA/370), and Enterprise Systems Architecture/390 (ESA/390). z/Architecture includes all of
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the facilities of ESA/390 except for the asynchronous-pageout, asynchronous-data-mover,
program-call-fast, and vector facilities.

z/Architecture also provides significant extensions, as follows:

>

>

It provides 64-bit general registers and control registers.

A 64-bit addressing mode, in addition to the 24-bit and 31-bit addressing modes of
ESA/390, which are carried forward to z/Architecture.

Both operand addresses and instruction addresses can be 64-bit addresses. The
program-status word (PSW) is expanded to 16 bytes to contain the larger instruction

address. The PSW also contains a newly assigned bit that specifies the 64-bit addressing

mode.

Up to three additional levels of dynamic-address-translation (DAT) tables, called region
tables, for translating 64-bit virtual addresses.

A virtual address space may be specified either by a segment-table designation as in
ESA/390, or by a region-table designation, and either of these types of designation is
called an address-space-control element (ASCE). An ASCE may alternatively be a
real-space designation that causes virtual addresses to be treated simply as real
addresses without the use of DAT tables.

An 8 K-byte prefix area for containing larger old and new PSWs and register save areas.

Many new instructions, many of which operate on 64-bit binary integers.

Note: For a more detailed description of z/Architecture, see ABCs of z/OS System
Programming Volume 10, SG24-6990.

Chapter 1. Introduction to z/OS
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1.3 z/OS and z/0S.e
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Figure 1-3 z/OS and z/OS.e operating system

z/0S and z/0S.e operating systems hardware

z/0OS, the next generation of the OS/390 operating system, enables you to manage the
volatility of e-business workloads. z/OS delivers the highest qualities of service for enterprise
transactions and data, and extends these qualities to new applications using the latest
software technologies. z/OS and z/OS.e use the same operating system software (their code
is identical). Upon Initial Program Load (IPL), custom parameters invoke an operating
environment that is comparable to z/OS in all aspects of operation, service, management,
reporting, and zSeries hardware functionality. No new skills are required for z/OS.e.

z/OS can run in any IBM System z servers (z9 EC, z9 BC, z900, z800, z890, and z990).
z/OS.e runs on the zSeries (z800, z890, and z9 BC) servers or in any comparable non-IBM
server.

z/0S and workloads

The best platform for integrating Web-based transaction processing, e-business, and
enterprise applications and database serving is z/OS on zSeries, the premier platform for
enterprise-scale workloads. lts qualities of service in terms of reliability, scalability, security,
availability are undisputed and unrivalled in the industry. The value is two-fold, because z/OS
is not only the most robust and reliable enterprise platform, but also has a history of
managing a large percentage of the world's business data and transactions. The finance
industry, the transportation industry, health, government all rely on z/OS to store, manage,
and use their data efficiently and securely. Offering the same value as this technology, IBM
introduces z/OS.e.
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2/0S.e and workloads

IBM introduced z/OS.e as a cost-effective way to harness the power, value, and qualities of
service of z/OS on zSeries for (and to extend it to) new applications; for example, to drive
your business into the Web space with an application server such as WebSphere® and
access to your DB2® data. z/OS.e opens up the possibility for that data to be available for all
kinds of new Web applications.

z/OS.e is unique for the zSeries 890 (z890), zSeries 800 (z800), and System z9 Business
Class (z9 BC) servers, providing select functions at an exceptional price. z/OS.e is intended
to help customers exploit the fast growing world of on demand business by making the
deployment of new application workloads on the z890, z800, and z9 BC attractively priced.

At only a fraction of the cost of z/OS versions in a traditional workload environment, z/OS.e
makes the decision to run new workloads on the mainframe easy due to its reduced total cost
of ownership and exceptional robustness and functionality. z/OS.e and z800 together may
reduce the total cost of ownership of hardware, software, people, and environmentals, thus
making the combination very cost-effective for deploying new applications or integrating
existing ones.

z/0OS.e uses the same code base as z/OS with custom parameters and invokes an operating
environment designed to be comparable to z/OS in service, management, reporting, and
reliability. In addition, z/OS.e can invoke IBM System z hardware functionality just as z/OS
does. No new z/OS skills and service procedures are required for z/OS.e.

z/OS.e is specifically designed for new workloads such as Java™, Enterprise Java, C/C++
and Web-based data transaction processing applications, giving these workloads a
price-to-performance ratio that customers expect.

z/OS.e V1R8 is the last release of z/OS.e. Starting with z/OS V1R9, zZNALC (z New
Application License Charging) will replace z/OS.e as a new software license charge model.

Important: Beginning with z/OS V1R6, z/OS can only be IPLed in z/Architecture mode on
z/Architecture servers (IBM System z9, 2990, z890, z900, and z800) and does not run on
G5, G6, or Multiprise® 3000 servers.
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1.4 Hardware requirements

Consoles
System -
(Hardware) e _
= &= ‘—-_: Central
NN ANNES Storage

z/0S

Operating
System

DASD

IBM System z9

Figure 1-4 Hardware requirements

Hardware requirements

The base z/OS operating system executes in a processor and resides in the processor
storage during execution. The z/OS operating system is commonly referred to as the system
software.

The hardware consists of the processors and other devices such as a direct access storage
device (DASD), tape, and consoles. Tape and DASD are used for system functions and by
user programs that execute in a z/OS environment. When you order z/OS, you receive your
order on tape cartridges. When you install the system from tape, the system code is then
stored on DASD volumes. Once the system is customized and ready for operation, system
consoles are required to start and operate the z/OS system. Not shown in Figure 1-4 are the
control units that connect the CPU (processor) to the other tape, DASD, and console devices.
The main concepts shown here are:

Software The z/OS operating system consists of load modules and is often called
executable code. These load modules are placed onto DASD volumes in load
libraries during a system install process.

Hardware The system hardware consists of all the devices, controllers, and processors
that make up a z/OS complex.

Devices Shown in the figure are the tape, DASD, and console devices. There are many
other types of devices that are discussed later in this document.
Storage Central storage, often called real or main storage, is where the z/OS operating

system executes. Also, all user programs share the storage of the processor
with the operating system.
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1.5 IBM System z Server: Basic and LPAR mode

IBM System z Server

Basic mode LPAR mode

SYSTEM IMAGE A

SYSTEM IMAGE A

SYSTEM IMAGE B

SYSTEM IMAGE C

Figure 1-5 Basic mode and LPAR mode

Basic mode and LPAR mode
The hardware can be used in two modes:

LPAR mode

Basic mode

Logically partitioned (LPAR) mode is a central processor (CP) Power-on
Reset mode that enables use of the Processor Resource/System Manager
(PR/SM™) feature and allows an operator to allocate CP hardware resources
(including central processor, central storage, and channel paths) among
multiple logical partitions (LPs). z/OS as the operating system runs in each
LPAR in the machine with all server resources (CPs, storage, and channels).

This is a central processor mode that does not use logical partitioning, with
the CP running one copy of the z/OS operating system.

When a server is in Basic mode, all server resources (CPs, storage, and
channels) are available to the one operating system. All the physical CPs are
used in dedicated mode for the one operating system. Any excess CP
resource is wasted, because no other system has access to it.

Situations still exist where servers are run in Basic mode (for example, if the
z/OS system needs to use the entire capacity of the server). However,
because of the huge capacity of modern servers, this is becoming less and
less common.
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Note: You can change the processor mode from BASIC to LPAR. You first have to define
partitions for the processor and add them to the channel path access and candidate lists.
Then change the processor configuration mode, and adapt the channel path modes if
needed.

You change the processor mode from LPAR to BASIC. You must change all channel path
operation modes that are defined as shared to DED, or REC. In addition, you must delete
the duplicate devices (you can also disconnect the channels from the control units instead
of deleting the devices directly). Then change the processor configuration mode from
LPAR to BASIC.
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1.6 z/OS base elements - z/0OS V1R8
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Figure 1-6 z/OS base elements with z/0S V1R8

z/0OS base elements

The z/OS system consists of base elements that deliver essential operating functions—in
addition to the services provided by the BCP functions—such as communications support,
online access, host graphics, and online viewing of publications.

Shipped as part of the z/OS system are the base operating system, products, and features;
for example, UNIX System Services and LAN services. In addition to these features, products
such as TSO/E, ISPF, GDDM®, and BookManager® READ, which provide essential
operating system functions, are included in the base and are called base elements. Some of
the base elements can be dynamically enabled and disabled. The reason for this is that a
customer may choose to use a vendor product instead of IBM products.

The idea of the z/OS system is to have elements and features instead of program products.
This concept might be more easily explained by saying that z/OS consists of a collection of
functions that are called base elements and optional elements. The optional elements
(features) are either integrated or nonintegrated. It is important to note that these optional
features, both integrated and nonintegrated, are also tested as part of the integration of the
entire system.

Base elements

The base elements are listed in Figure 1-6. When you order z/OS or z/OS.e, you receive all of
the base elements. However, with z/OS.e, some base elements are not functional or not
licensed for use, or both.
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BCP: The Base Control Program (BCP) provides essential operating system services.
The BCP includes the 1/O configuration program (IOCP), the Workload Manager (WLM),
System Management Facilities (SMF), the z/OS UNIX System Services (z/OS UNIX)
kernel, the program management binder, and support for the Unicode Standard. As of
z/OS V1R8 and z/OS.e V1R8, the BCP also includes z/OS XML System Services (z/OS
XML).

Bulk Data Transfer (BDT): An exclusive base element that provides the base services
that the optional BDT features need to transfer data from one computer system to another.

BookManager READ: A base element used to display, search, and manage online
documents and bookshelves. A related optional feature is BookManager BUILD.

CIM: Common Information Model (CIM) is a standard data model for describing and
accessing systems management data in heterogeneous environments. It allows system
administrators to write applications that measure system resources in a network with
different operating systems and hardware. To enable z/OS for cross-platform
management, a subset of resources and metrics of a z/OS system are mapped into the
CIM standard data model. CIM was new in z/OS V1R7 and z/OS.e V1R7.

Communications Server: Communications Server (also known as CS z/OS) is an
exclusive base element that supports secure TCP/IP, SNA, and UNIX networking
throughout an enterprise. It gives you the ability to connect subsystems and applications
to each other, and to connect network devices (such as terminals and printers) to the
system. Communications Server consists of two components: IP Services and SNA
Services.

Cryptography Services: Cryptography is the transformation of data to conceal its
meaning. Cryptography Services is an exclusive, base element that provides the following
base cryptographic functions: data secrecy, data integrity, personal identification, digital
signatures, and the management of cryptographic keys. Keys as long as 56 bits are
supported by this base element. Keys longer than 56 bits are supported by the related
optional features OCSF Security Level 3 and System SSL Security Level 3.

DCE Base Services: An exclusive base element that provides services for developing
and running client/server applications, including remote procedure call, directory, security,
and distributed time services. DCE Base Services uses the limited DES algorithm for
encryption. This element is at the Open Group Open Software Foundation (OSF) DCE 1.1
level.

DFSMSdfp™: Provides storage, data, program, and device management functions.
Related optional features are DFSMSrmm™, DFSMSdss™, DFSMShsm™, and
DFSMStvs.

Distributed File Service: An exclusive base element that provides:

— The DCE file serving (DFS(TM)) component of the Open Group Open Software
Foundation (OSF) DCE. The file serving support (the DFS client and server) is at the
OSF 1.2.2 level.

— The zSeries File System (zFS). The zFS is a UNIX file system that can be used in
addition to the Hierarchical File System (HFS). zFS file systems contain files and
directories that can be accessed with the z/OS and z/OS.e hierarchical file system file
APls. zFS file systems can be mounted into the z/OS UNIX hierarchy along with other
local (or remote) file system types (such as HFS, TFS, AUTOMNT, and NFS). The zFS
does not replace the HFS; it is complementary to the HFS. As of z/OS V1R7, you can
use any combination of HFS and zFS file systems. zFS can be used for the root file
system. Because zFS has higher performance characteristics than HFS and is the
strategic file system, HFS might no longer be supported in future releases and you will
have to migrate the remaining HFS file systems to zFS. The zFS provides significant
performance gains in most environments requiring files 8 KB in size or greater that are
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frequently accessed and updated. The access performance of smaller files is
equivalent to the HFS. For all files, the zFS provides a reduced exposure to loss of
updates. The zFS is a logging file system with a write pattern to disk that reduces the
points of failure after a system outage. For additional information about the zFS,
including how to migrate data from the HFS to the zFS.

— Server message block (SMB) file/print serving support. The SMB support is based on
the X/Open PC Interworking: SMB, Version 2. Included in the support is access to
HFS, sequential, PDS, PDSE, and VSAM data sets from Windows® XP Professional,
Windows Terminal Server on Windows 2000, Windows Terminal Server on Windows
2003, SUSE Linux® with Samba, and Redhat Linux with Samba. Windows workstation
users can also exploit z/OS and z/OS.e printer capabilities using the SMB file/print
server interface to the z/OS or z/OS.e Infoprint Server feature.

EREP: The Environmental Record Editing and Printing Program (EREP) is a base
element that edits and prints reports for the records placed in the error recording data set
(ERDS), helping IBM service representatives fix problems.

ESCON® Director Support: This exclusive base element enables the reporting of
ESCON Director device errors to z/OS or z/OS.e.

FFST™: First Failure Support Technology™ (FFST) is an exclusive base element that
provides immediate notification and first failure data capture for software events.

GDDM: This element is supported with z/OS but not with z/OS.e. With z/OS.e, you install
the code but it is not functional and you are not licensed to use it. GDDM provides
presentation services and device-driving capability. It includes PCLK and REXX™ code.
Related optional features are the GDDM-Presentation Graphics Feature and
GDDM-REXX. Other GDDM-associated products (IVU, GKS, IMD) are not in z/OS, but
are separately orderable with z/OS.

HCD: Hardware Configuration Definition (HCD) is an exclusive base element that defines
both the operating system configuration and the processor hardware configuration for a
system. A related optional feature is HCM.

HLASM: High Level Assembler (HLASM) is a base element that integrates almost all
functions of past assemblers and provides extensions and improvements. A related
optional feature is HLASM Toolkit.

IBM HTTP Server: An exclusive base element, it is the Web server for z/OS and z/OS.e.
It provides scalable, high performance Web serving for critical e-business applications. It
supports Secure Sockets Layer (SSL) secure connections, dynamic caching using the
Fast Response Cache Accelerator, multiple IP addresses, proxy authentication, and
double-byte character set characters. IBM HTTP Server NA Secure is now a component
of IBM HTTP Server. Before V1R86, it was an optional feature of z/OS and z/OS.e. This
packaging change was the only change to IBM HTTP Server in V1R6; there was no
functional change.

IBM Tivoli® Directory Server for z/0S: IBM Tivoli Directory Server for z/OS provides
client access to an LDAP server. It consists of a new, rewritten LDAP server (available
later); an LDAP client; and LDAP client utilities. The LDAP client and LDAP client utilities
can be used with the Integrated Security Services LDAP Server or, when available, the
new IBM Tivoli Directory Server for z/OS LDAP server.

ICKDSF: Device Support Facility (ICKDSF) is a base element that enables you to perform
functions needed for the installation and use of DASD.

Integrated Security Services: Provides base security functions for z/OS and z/OS.e.
This base element was new in z/OS V1R5. It consists of components that used to be
(before z/OS V1R5) in the optional feature Security Server, plus a new (as of z/OS V1R5)
component, Enterprise Identity Mapping. The components are: DCE Security Server,
Enterprise Identity Mapping (EIM), and LPAP Server.
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ISPF: Provides facilities for all aspects of host-based software development.

JES2: Accepts the submission of work for the BCP. JES2 exercises independent control
over its job processing functions. JES3 exercises centralized control.

Language Environment: An exclusive base element that provides the run-time
environment for programs generated with C, C++, COBOL, Fortran, and PL/I.

Library Server: Converts BookManager documents to HTML for display through a Web
browser. Prior to z/OS V1R5, this element was named BookManager BookServer.

MICR/OCR: This element is supported with z/OS but not with z/OS.e. With z/OS.e, you
install the code but you are not licensed to use it. This element provides the device
support code for various magnetic and optical devices.

NFS: Network File System (NFS) is an exclusive base element that acts as a file server to
workstations, personal computers, or other authorized systems in a TCP/IP network. It
consists of a client (Network File System Client) and a server (Network File System
Server). It supports Berkeley sockets, but not TCP/IP sockets.

OSA/SF: An exclusive base element, Open Systems Adapter/Support Facility (OSA/SF)
provides a user-friendly interface for monitoring and controlling the zSeries Open Systems
Adapter feature, which provides zSeries network connectivity directly to local area
networks (LANs) and wide area networks (WANSs) that support IP and SNA protocols.
OSA/SF supports Gigabit, Token Ring, Fast Ethernet, 1000Base-T Ethernet, and ATM
features, depending on the processor on which z/OS runs.

Run-Time Library Extensions: Introduced in z/OS V1R5 and z/OS.e V1R5, it extends
the run-time support provided by the Language Environment base element. It consists of:
Common Debug Architecture (CDA) libraries and utilities, UNIX System Laboratories
(USL) I/O Stream Library, and USL Complex Mathematics Library, previously included in
the base element C/C++ IBM Open Class® Library, and IBM Open Class dynamic link
libraries (DLLs), previously included in the base element C/C++ IBM Open Class Library.

SMP/E: A tool for installing and maintaining software, and for managing the inventory of
software that has been installed.

TIOC: Allows console services and TSO/E to communicate with the terminal hardware.

TSO/E: Time Sharing Option/Extensions (TSO/E) provides an interactive terminal
interface. As in prior releases of TSO/E, this element includes CLISTs and REXX, but
does not include a REXX compiler. In z/OS.e, the number of concurrent TSO/E sessions is
limited to eight.

2/0OS UNIX: z/OS UNIX System Services (z/OS UNIX) provides the standard command
interface familiar to interactive UNIX users.

3270 PC File Transfer Program: A base element that transfers files from the host to the
workstation for offline data manipulation, updating, or correction or for the transfer and
storage of local data in the host system.
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1.7 z/OS optional features
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Figure 1-7 z/OS optional features

z/0OS optional features

In addition to the base elements, z/OS has optional features that are closely related to the
base features. The optional features are orderable with z/OS or z/OS.e and provide additional
operating system functions. The optional features are listed in Figure 1-7. Some optional
features that are orderable with z/OS are not orderable with z/OS.e.

Optional features are unpriced or priced:
» Unpriced features are shipped to you only if you order them.

» Priced features are always shipped. These features are ready to use after you install z/OS
or z/OS.e (and customize them as needed). IBM enables the priced features you ordered
and disables the priced features you did not order. Later on, if you decide to use them, you
can notify IBM, and then you enable them dynamically (which is known as dynamic
enablement). Dynamic enablement is done by updating SYS1.PARMLIB member
IFAPRDxx; notify IBM by contacting your IBM representative.

Some optional features that support dynamic enablement are always shipped. Examples are
JES3, DFSMSdss, and DFSMShsm. If these features are ordered as part of the z/OS system
order, they are shipped as enabled in the system. If they are not ordered, they are shipped as
disabled. Later on you can enable them through a SYS1.PARMLIB member.

The other type of features are the optional features equivalent to optional program products.
Examples are RACF from the Security Server set of programs, RMF, the C/C++ compiler,
and so on.
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z/0OS optional features
The z/OS optional features list follows:

>

BDT File-to-File: Allows users at one z/OS system in an SNA network to copy data sets
to or from another z/OS system in the network.

BDT SNA NJE: Allows JES3 users to transmit jobs, output, commands, and messages
from one computer system to another within an SNA network. This feature is related to the
feature JES3.

BookManager BUILD: An optional feature that creates softcopy documents that can be
used by any of the BookManager products, such as BookManager READ or
BookManager BookServer.

C/C++ without Debug Tool: Consists of the XL C/C++ compiler and C/C++ application
development utilities.

Communications Server Security Level 3: This exclusive optional feature works in
conjunction with the Communications Server base element to provide stronger encryption
(greater than 64 bits) than that available without this feature. This feature uses the TDES
algorithm for encryption. The actual level of encryption that takes place with this feature
installed can be configured to be something less than the maximum level enabled by the
feature. This feature is related to the base element Communications Server and to the
firewall technologies component of the Security Server feature.

DFSMSdss: Copies and moves data for backup and recovery, and to reduce free-space
fragmentation.

DFSMShsm: Provides automated DASD storage management, including space
management for low and inactive data, and availability management for accidental data
loss caused by local and site disasters. DFSMShsm also lets you make effective use of
tape media. DFSMShsm requires DFSMSdss.

DFSMSrmm: Helps you manage your removable media as one enterprise-wide library
across systems that can share DASD.

DFSMStvs: DFSMS Transactional VSAM Services (DFSMStvs) enables batch jobs and
CICS® online transactions to update shared VSAM data sets concurrently.

DFSORT™: Provides fast and easy sorting, merging, copying, reporting, and analysis of
your business information, as well as versatile data handling at the record, field, and bit
level. DFSORT also includes the high-performance ICEGENER facility, the versatile
ICETOOL utility, Symbols, and multiple output capability with the powerful OUTFIL
feature.

GDDM-PGF: This feature is supported with z/OS but not with z/OS.e. With z/OS.e, you
install the code but it is not functional and you are not licensed to use it.
GDDM-Presentation Graphics Feature (PGF) is a set of programs for creating
presentation material in a variety of styles. This feature is related to the base element
GDDM.

GDDM-REXX: A productivity tool that enables programmers to prototype GDDM
applications and to create small routines and utility programs quickly and easily. This
feature is related to the base element GDDM.

HCM: Hardware Configuration Manager (HCM) is an exclusive optional feature that is a
client/server interface to the base element HCD.

HLASM Toolkit: Provides tools to improve application development, debugging, and
recovery. It is related to base element HLASM.

Infoprint Server: Allows you to print files on z/OS and z/OS.e printers from any
workstation that has TCP/IP access. This feature consists of the following components:
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— [P PrintWay™: This component has its roots in the IP PrintWay feature of PSF/MVS
V2R2 and the IP PrintWay/NetSpool™ feature of 0S/390 V1R3. In z/OS V1RS5, IP
PrintWay extended mode was introduced.

— NetSpool: This component has its roots in the NetSpool feature of PSF/MVS V2R2
and the IP PrintWay/NetSpool feature of 0S/390 V1R3.

— Print Interface is new in 0S/390 V2R5.

— Printer Inventory Manager is new in OS/390 V2R8.
— Transform Interface is new in OS/390 V2R8.

— 2/OS Infoprint Central is new in z/OS V1R5.

JES3: Exercises centralized control over its processing functions through a single global
JES3 processor. JES2 is an exclusive base element and JESS is an exclusive optional
element.

RMF: Resource Measurement Facility (RMF) gathers data about z/OS and z/OS.e
resource usage and provides reports at any system in a sysplex.

SDSF: An exclusive optional feature. System Display and Search Facility (SDSF)
provides you with information to monitor, manage, and control your z/OS or z/OS.e
system.

Security Server: An exclusive optional feature, it allows you to control access to
protected resources. Security Server now consists of one component, RACF. In z/OS
V1Rb5, its other components were moved to two base elements: Integrated Security
Services (which was new in V1R5) and Cryptographic Services. The base element
Integrated Security Services received the five components DCE Security Server, Firewall
Technologies, LDAP Server, Network Authentication Service, and OCEP. The base
element Cryptographic Services received the component PKI Services.

z/0S Security Level 3: Provides strong encryption for z/OS and z/OS.e. The components
in this feature are:

— IBM Tivoli Directory Server for z/OS Security Level 3, which is new in z/OS V1R8 and
z/0S.e V1R8. This component works in conjunction with the IBM Tivoli Directory
Server for z/OS base element, and with the LDAP Server component of the Integrated
Security Services base element, to provide stronger encryption (greater than 64 bits)
than that available without the z/OS Security Level 3 feature. This component uses the
RC4, TDES, and Advanced Encryption Standard (AES) algorithms for encryption. This
component replaces LDAP Security Level 3, which was added in z/OS V1R6.

— Network Authentication Service Level 3, which was last changed in z/OS V1R6 and
z/0S.e V1R6. This component works in conjunction with the Network Authentication
Service component of the Integrated Security Services base element to provide
stronger encryption (greater than 64 bits) than that available without the z/OS Security
Level 3 feature. This component uses the TDES algorithm for encryption.

— OCSF Security Level 3, which was last changed in OS/390 V2R10. This component
works in conjunction with the OCSF component of the Cryptographic Services base
element to provide stronger encryption (greater than 64 bits) than that available without
the z/OS Security Level 3 feature. This component uses the TDES, DES, and
RC2/RC4/RC5 algorithms for encryption.

— System Secure Sockets Layer (SSL) Security Level 3, which was last changed in z/OS
V1R8 and z/0OS.e V1R8. This component works in conjunction with the System SSL
component of the Cryptographic Services base element to provide stronger encryption
(greater than 64 bits) than that available without the z/OS Security Level 3 feature. This
component uses the RC2/RC4, TDES, and AES algorithms for encryption.
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1.8 z/OS base control program (BCP)
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Figure 1-8 z/OS BCP functions

Base control program functions

The backbone of the z/OS system is the MVS base control program (BCP) with either JES2
or JES3 as a primary job-entry subsystem. These provide the essential services that make
z/0OS the system of choice when you need to process your workloads reliably, securely, with
complete data integrity and without interruption.

The BCP includes the 1/O configuration program (IOCP), the workload manager (WLM),
system management facilities (SMF), the z/OS UNIX System Services (z/OS UNIX) kernel,
the program management binder, and support for the Unicode Standard. As of z/OS V1R8
and z/OS.e V1R8, the BCP also includes z/OS XML System Services (z/OS XML).

Note: The MVS base control program consists of the base elements shown in Figure 1-6
on page 11. Additional optional features may be added to the z/OS system and they are
shown in Figure 1-7 on page 15.

The components in Figure 1-8 are described in the following pages.
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1.9 z/OS Security Server: RACF component

1 RACF database
> User profiles
— User IDs
— Password or pass phrase

Figure 1-9 z/OS Security Server (RACF component)

Computer security

As general computer literacy and the number of people using computers has increased, the
need for data security has taken on a new level of importance. No longer can the installation
depend on keeping data secure simply because no one knows how to access the data.
Further, making data secure does not mean just making confidential information inaccessible
to those who should not see it; it means preventing the inadvertent destruction of files by
people who may not even know that they are improperly manipulating data.

RACF component

The z/OS Security Server is the IBM security product. The RACF product is a component of
the z/OS Security Server, and it works together with the existing system features of z/OS to
provide improved data security for an installation. If this product is to be installed in your
environment, then RACF customization must be done.

RACF helps meet the need for security by providing:

Flexible control of access to protected resources
Protection of installation-defined resources

Ability to store information for other products

Choice of centralized or decentralized control of profiles
An ISPF panel interface

Transparency to end users

Exits for installation-written routines

vVVvyYVvYyVvYyYvYYyvYYy
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RACF security protection

RACF controls access to and protects resources. In order for a software access control
mechanism to work effectively, it must first identify the person who is trying to gain access to
the system, and then verify that the user is really that person.

RACF uses a user ID located in a user profile in the RACF database and a system-encrypted
password or pass phrase (new with z/OS V1R8) to perform its user identification and
verification. When you define a user to RACF, you assign a user ID and temporary password.
The user ID identifies the person to the system as a RACF user. The password or pass
phrase verifies the user's identity. The temporary password permits initial entry to the system,
at which time the person is required to choose a new password.

RACF authorization checks

Having identified a valid user, the software access control mechanism must next control
interaction between the user and the system resources. It must authorize not only what
resources that user may access, but also in what way the user may access them, such as for
reading only, or for updating as well as reading. This controlled interaction, or authorization
checking, is done by RACF. Before this activity can take place, however, someone with the
proper authority at the installation must establish the constraints that govern those
interactions.

With RACF, you are responsible for protecting the system resources (data sets, tape and
DASD volumes, IMS™(TM) and CICS transactions, TSO logon information, and terminals)
and for issuing the authorities by which those resources are made available to users. RACF
records your assignments in profiles stored in the RACF database. RACF then refers to the
information in the profiles to decide if a user should be permitted to access a system
resource.
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1.10 Data Facility Storage Management Subsystem (DFSMS)
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Figure 1-10 Data Facility Storage Management Subsystem (DFSMS)

DFSMS component

DFSMS comprises a suite of related data and storage management products for the z/OS
system. DFSMS is an operating environment that helps automate and centralize the
management of storage based on the policies that your installation defines for availability,
performance, space, and security.

The heart of DFSMS is the Storage Management Subsystem (SMS). Using SMS, the storage
administrator defines policies that automate the management of storage and hardware
devices. These policies describe data allocation characteristics, performance and availability
goals, backup and retention requirements, and storage requirements for the system.

DFSMS provides a range of automated data and space management functions that eliminate,
simplify, and automate tasks normally done by users or a storage administrator; improve
storage space use; control external storage centrally; and let the storage administrator
manage storage growth. DFSMS makes it easier to convert to new device types and takes
advantage of what available hardware can do.

DFSMS is a family of products, each one having specific functions. The products and
functions are as follows:

» DFSMSdfp is part of the z/OS base elements. Together with BCP, it forms the foundation
of the z/OS operating system, performing the essential data, storage, and device
management functions of the system.
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Data Facility Product (dfp) is in charge of:

— Space allocation

— Access methods

— Support for the storage hardware to balance performance throughout the system
— Program management tools

— Applying the storage management policy throughout the SMS constructs

DFSMSdss Data Set Services (dss) is a high speed and high capacity utility used to move
data from disk to disk (copy) or disk to tape (dump) very quickly and efficiently. It performs
both logical dumps (to copy data) and physical dumps (to copy track images). DFSMSdss
is a external interface to Concurrent Copy and SnapShot functions. DFSMSdss is also
used by other DFSMS components to perform their functions.

DFSMShsm Hierarchical Storage Manager (hsm) provides the following functions:
— Full volume dump and restore

— Policy-based space management

— Automatic and periodic data backup data set and volume levels

— Data set backup (full and incremental)

— Data set recovery

— Aggregate backup and recovery support (ABARS)

— Automatic or user-initiated migration and recall data sets from HSM database (disk or
tape)

ABARS allows installations to define an aggregation of data to be backed up and restored
as a logical entity. ABARS maintains the point in time relationship of the data within a
specific aggregate group. In case of a disaster, when the application is brought online at
the recovery location, the data is synchronized and the application can be started. The
scope of the aggregation of data that is defined to ABARS is typically that of a critical
application or applications.

ABARS finds where the data exists within the DFSMS storage device hierarchy (including
user disk, user tape, DFSMShsm migration disk or tape volumes, and so forth) and
packages those data into one to four output files that can be physically or electronically
sent to an off-site location.

ABARS also collects the meta data associated with the backed up data, such as catalog
information, Generation Data Group base information, or DFSMShsm control data set
records for migrated data sets, and restores them along with the data.

DFSMSrmm Removable Media Manager (rmm) is a full-function, construct-driven tape
management feature that provides the following functions:

— Manages tape volumes and data sets in systems (both automated and manual)
— Keeps track of the locations where tapes are kept

— Policy-driven Library Management

DFSMSrmm can manage:

— A removable media library, which incorporates all other libraries, such as:

* System-managed tape libraries; for example, the automated IBM SystemStorage
TS3500 Tape Library and the IBM SystemStorage Virtualization Engine™ TS700
(formerly known as Virtual Tape Server)

* Non-system-managed tape libraries or traditional tape libraries
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— Storage locations that are onsite and offsite
— Storage locations defined as home locations

» DFSMStvs Transactional VSAM Services (tvs) enables batch jobs and CICS online
transactions to update shared VSAM data sets concurrently.

Except for DFSMSdfp, which is a base element, all others features are exclusive and optional.

Network File System (NFS)

Network File System is a distributed file system that enables users to access UNIX files and
directories that are located on remote computers as if they were local. NFS is independent of
machine types, operating systems, and network architectures.
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1.11 DFSMS Extended Remote Copy: XRC
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Figure 1-11 DFSMS Extended Remote Copy

DFSMS and XRC

DFSMS provides functions that aid installations in making copies of production data for the
purpose of business continuance. DFSMS contains a software function called System Data
Mover (SDM) that, when combined with the appropriate microcode on a disk storage
subsystem (IBM or not), provides an extended distance remote copy capability called XRC.

Extended Remote Copy (XRC)

XRC offers the highest levels of continuous data availability in a disaster recovery and
workload movement environment. XRC provides asynchronous remote copy (mirror) of
critical data over long distances to a second remote location with minimal impact.

XRC combines hardware and software to provide continuous data availability in a disaster
recovery or workload movement environment. XRC provides an asynchronous remote copy
solution for both system-managed and non-system-managed data to a second, remote
location.

XRC relies on the IBM TotalStorage® Enterprise Storage Server®, IBM 3990, RAMAC®
Storage Subsystems, and DFSMSdfp. The 9393 RAMAC Virtual Array (RVA) does not
support XRC for source volume capability.

XRC relies on the system data mover, which is part of DFSMSdfp. The system data mover is
a high-speed data movement program that efficiently and reliably moves large amounts of
data between storage devices. XRC is a continuous copy operation, and it is capable of
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operating over long distances (with channel extenders). It runs unattended, without
involvement from the application users. If an unrecoverable error occurs at your primary site,
the only data that is lost is data that is in transit between the time when the primary system
fails and the recovery at the recovery site.

Peer-to-Peer Remote Copy (PPRC) is a hardware solution for rapid and accurate disaster
recovery as well as a solution to workload and DASD migration. Updates made on the
primary DASD volumes are synchronously shadowed to the secondary DASD volumes.

In addition to the remote copy services functions, DFSMS provides three disk copy services:

» Concurrent Copy (CC) is a storage subsystem extended function that can generate a copy
or a dump of data while applications are updating those data. CC uses DFSMSdss and
works with SDM to control the process. DFSMShsm uses the CC feature when invoking
DFSMSdss during its backup or dump processing.

» FlashCopy® is a point-in-time copy services function that can quickly copy data from a
source location to a target location.

» SnapShot is a point-in-time copy services function that allows you to “snap” (quickly copy)
data directly from the source location to a target location.
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1.12 z/0OS Communications Server: TCP/IP
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Figure 1-12 Transmission Control Protocol/Internet Protocol (TCP/IP)

Communications Server

z/OS Communications Server provides a set of communications protocols that support
peer-to-peer connectivity functions for both local networks and wide area networks, including
the most popular wide area network, the Internet. zZOS Communications Server also provides
performance enhancements that can benefit a variety of TCP/IP applications. z/OS
Communications Server provides both SNA and TCP/IP networking protocols for z/OS. The
SNA protocols are provided by VTAM and include Subarea, Advanced Peer-to-Peer
Networking®, and High Performance Routing protocols.

The z/0OS V1R8 Communications Server protocol suite supports two TCP/IP environments:

» A native MVS environment in which users can exploit the popular TCP/IP protocols in
MVS application environments such as batch jobs, started tasks, TSO, CICS applications,
and IMS applications.

» A z/OS UNIX System Services environment that lets you create and use applications that
conform to the POSIX or XPG4 standard (a UNIX specification).

TCP/IP

Transmission Control Protocol/Internet Protocol (TCP/IP) is a set of protocols and
applications that allow you to perform certain computer functions in a similar manner
independent of the types of computers or networks being used. When you use TCP/IP, you
are using a network of computers to communicate with other users, share data with each
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other, and share the processing resources of the computers connected to the TCP/IP
network.

Computer network

A computer network is a group of computer nodes electronically connected by some
communication medium. Each node has the hardware and the programs necessary to
communicate with other computer nodes across this communication medium. The node can
be a PC, workstation, microcomputer, departmental computer, or large computer system. The
size of the computer is not important, while the ability to communicate with other nodes is.

Computer networks allow you to share the data and computing resources of many
computers. Applications, such as departmental file servers, rely on networking as a way to
share data and programs.

Many forms of communication media are available today. Each is designed to take advantage
of the environment in which it operates. Communication media consist of a combination of the
physical network used to connect to computer nodes and the language, or protocol, they use
to communicate with each other.
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1.13 System Modification Program Extended (SMP/E)
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Figure 1-13 System Modification Program Extended (SMP/E)

System Modification Program Extended (SMP/E)

System Modification Program Extended (SMP/E) is a software tool designed to manage the
installation of software products on your z/OS system, and to track the modifications applied
to those products. Usually, it is the system programmer's responsibility to ensure that all
software products and modifications are properly installed on the system, and that all
products are installed at the proper level (for corrections and functions) so all elements of the
system can work together.

A z/OS system may appear to be one big block of code that drives the CPU and the I/O.
Actually, z/OS is a complex system comprising many different smaller blocks of code. Each of
those smaller blocks of code performs a specific function within the system. Each system
function is composed of one or more load modules.

In a z/OS, a load module represents the basic unit of machine-readable executable code.
Load modules are created by combining one or more object modules and processing them
with a link-edit utility. Link editing of modules is a process that resolves external references
and addresses. Functions on a system, therefore, are one or more object modules that have
been combined and link edited.

Over time, you may need to change some of the elements of your system. These changes
may be necessary to improve the usability or reliability of a product. You may need to add
some new functions to your system, upgrade some of the elements of your system, or modify
some elements for a variety of reasons. In all cases, you are making system modifications. All
executable software code is subject to errors. Any errors in the IBM software code are fixed
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by IBM and made available to installations in the form of either an authorized program
analysis report (APAR) or program temporary fix (PTF). SMP/E guarantees that all the
corrections are applied adequately, respecting co-requisites and precedence relations.

PTFs
When a problem with a software element is discovered, IBM supplies its customers with a
tested fix for that problem. This fix comes in the form of a program temporary fix (PTF).
Although you may not have experienced the problem the PTF is intended to prevent, it is wise
to install the PTF on your system. The PTF SYSMOD is used to install the PTF, thereby
preventing the occurrence of that problem on your system.

CSI data sets

The CSI data sets contain all the information that SMP/E needs to track the distribution and
target libraries. As an example, just as a card catalog contains a card for each book in a
library, the CSI contains an entry for each element in its libraries. The CSI entries contain the
element name, type, history, how the element was introduced into the system, and a pointer
to the element in the distribution and target libraries. The CSI does not contain the element
itself, but rather a description of the element that it represents.

In addition to the distribution and target zones, the SMP/E CSI also contains a global zone.
The global zone contains:

» Entries needed to identify and describe each target and distribution zone to SMP/E

» Information about SMP/E processing options

» Status information for all SYSMODs that SMP/E has begun to process

» Exception data for SYSMODs requiring special handling, or that are in error

Installing service

Corrective service is installed into the target libraries. For z/OS UNIX service, the PTFs are
installed into the HFS. After you have installed the corrective service into the target libraries,
you must decide whether you want to update the distribution libraries. Base this decision on
the products involved and on your processing requirements.

Note: For additional information on SMP/E, see the SMP/E chapter in ABCs of System
Programming Volume 2, SG24-6982.
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1.14 Time Sharing Option/Extended (TSO/E)
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Figure 1-14 Time Sharing Option/Extended (TSO/E)

Time Sharing Option/Extended (TSO/E)

Time Sharing Option/Extended (TSO/E) is a base element of the z/OS operating system that
allows users to interactively work with the system. It looks like the UNIX Shell. In general,
TSO/E makes it easier for people with all levels of experience to interact with the z/OS
system.

TSO/E has advantages for a wide range of computer users. TSO/E users include system
programmers, application programmers, information center administrators, information center
users, TSO/E administrators, and others who access applications that run under TSO/E.

TSO/E environments
You can use TSO/E in any one of the following three environments:

» Line Mode TSO/E: This involves using TSO/E commands typed on a terminal, one line at
a time. This is a quick and direct way to use TSO/E, and it was how programmers
originally used to communicated interactively with the z/OS operating system.

» ISPF/PDF: The Interactive System Productivity Facility (ISPF) and its Program
Development Facility (ISPF/PDF) work together with TSO/E to provide panels with which
users can interact. ISPF provides a dialog management service that displays panels and
enables a user to navigate through the panels. ISPF/PDF is a dialog of ISPF that helps
maintain libraries (z/OS libraries included) of information in TSO/E and allows a user to
manage the library through facilities such as browse, edit, and utilities.
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» Information Center facility: A set of panels that enable you to display services like mail and
names directory, perform data analysis, and prepare documents such as reports, graphs,
and charts.

CLIST language

The CLIST language is a high-level programming language that lets programmers issue lists
of TSO/E commands and JCL statements in combination with logical, arithmetic, and
string-handling functions provided by the language. The programs, called CLISTs, can
simplify routine user tasks, invoke programs written in other languages, and perform complex
programming functions by themselves.

REXX EXECs

REXX is a programming language that is extremely versatile. Aspects such as common
programming structure, readability, and free format make it a useful language for beginners
and general users. Furthermore, because the REXX language can be intermixed with
commands to different host environments, it provides powerful functions and has extensive
mathematical capabilities, so it is also suitable for more experienced computer professionals.

The TSO/E implementation of the REXX language allows REXX execs to run in any MVS
address space. You can write a REXX exec that includes TSO/E services and runitin a
TSO/E address space, or you can write an application in REXX to run outside of a TSO/E
address space.

TSO/E commands and programs

Programs contain instructions that perform tasks. Some common programming languages
used under TSO/E are assembler, COBOL, FORTRAN, Pascal, PL/I, REXX, and CLIST.
REXX and CLIST (Command List) are high-level interpretive programming languages that
allow you to combine TSO/E commands with language statements.

The following commands can be used to compile or assemble source statements written in
the various languages:

» ASM command

» COBOL command

» FORT command

» PLI command
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1.15 UNIX System Services
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Figure 1-15 UNIX System Services

UNIX System Services (z/0OS UNIX)

Beginning with OS/390 V2R4, UNIX System Services has been merged with the BCP, and is
now part of the BCP FMID. The OMVS address space (the kernel of z/OS UNIX) is started
automatically at IPL by means of the OMVS statement in the IEASYSxx SYS1.PARMLIB
member. The BPXOINIT address space is the started procedure that runs the initialization
process.

ISPF shell

The ISPF shell is a panel interface that you can use instead of TSO/E commands or shell
commands to perform certain tasks. For example, you can use the ISPF shell to display all
mounted file systems or its attributes such as total blocks.

HFS and zFS

When IBM created OpenEdition as part of MVS, the PFS that performed the 1/O to the file
system was called HFS. Beginning with z/OS V1R2, a second PFS, called ZFS, was added.
In current z/OS operating systems, both the HFS and ZFS PFSs can be used to access file
system data.

User-written programs use the POSIX API to issue file requests. These requests are routed
by the logical file system (LFS) to the appropriate PFS through the PFS interface.
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z/OS UNIX kernel

The kernel address space contains the MVS support for z/OS UNIX services. This address
space can also be called the kernel and is the part of zZOS UNIX that contains programs for
such tasks as I/0O, management, control of hardware, and the scheduling of user tasks.

ISHELL or OMVS shell

Interactive users of z/OS UNIX have a choice between using a UNIX-like interface (the shell),
a TSO interface (TSO commands), and an ISPF interface (ISPF CUA® dialog). With these
choices, users can choose the interface which they are most familiar with and get a quicker
start on z/OS UNIX.

The z/OS UNIX shell provides the environment that has the most functions and capabilities.
Shell commands can easily be combined in pipes or shell scripts and thereby become
powerful new functions. A sequence of shell commands can be stored in a text file which can
be executed. This is called a shell script. The shell supports many of the features of a regular
programming language.

z/OS UNIX dbx debugger

The z/OS UNIX dbx debugger is an interactive tool for debugging C language programs that
use z/OS UNIX. It is based upon the dbx debugger, which is regarded as an industry
standard on UNIX systems. The dbx debugger provides the options to debug at source level
or assembler level. Source-level debugging allows you to debug C language programs.
Assembler-level debugging allows you to debug executable programs at machine code
level. The dbx debugger is a utility that is invoked from the z/OS UNIX shell. It cannot be
invoked directly from TSO/E.

Shell and utilities
UNIX System Services Application Services provides the following:

» A TSO/E command to enter the shell environment
» A shell environment for developing and running applications
» Ultilities to administer and develop in a UNIX environment

z/OS UNIX interactions with z/OS

z/OS UNIX interacts with the following elements and features of z/OS:
» C/C++ Compiler, to compile programs

» Language Environment, to execute the shell and utilities

» Data Facility Storage Management Subsystem to access HFS/zFS files
» z/OS Security Server

» Resource Measurement Facility (RMF)

» System Display and Search Facility (SDSF)

» Time Sharing Option Extensions (TSO/E)

» TCP/IP Services

» ISPF, to use the dialogs for OEDIT, or ISPF/PDF for the ISPF shell
» BookManager READ, to use the OHELP online help facility
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1.16 System Management Facility (SMF)
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Figure 1-16 System Management Facility (SMF)

System Management Facility (SMF)

System management facility (SMF) records in SYS1.MANXxx data sets, system and
job-related information that your installation can use in:

» Billing users

» Reporting reliability

» Analyzing the configuration

» Scheduling jobs

» Summarizing direct access volume activity
» Evaluating data set activity

» Profiling system resource use

» Maintaining and auditing system security

SMF data collection

The data collection is executed by several specific routines spread all over z/OS and other
products. This collection is done into system-related or job-related records.

System-related SMF records include information about the configuration, paging activity, and
workload. Job-related records include information on the CPU time, SYSOUT activity, and
data set activity of each job step, job, APPC/MVS transaction program, STC address space
and TSO/E session.
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The volume and variety of information in the SMF records enables installations to produce
many types of analysis reports and summary reports. For example, by keeping historical SMF
data and studying its trends, an installation can evaluate changes in the configuration,
workload, or job scheduling procedures. Similarly, an installation can use SMF data to
determine system resources wasted because of problems, such as inefficient operational
procedures or programming conventions.

Installation SMF routines

An installation can provide its own routines as part of SMF. These routines will receive control
either at a particular point as a job moves through the system, or when a specific event
occurs. For example, an installation-written routine can receive control when the CPU time
limit for a job expires or when an initiator selects the job for processing. The routine can
collect additional information, or enforce installation standards.
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1.17 Resource Management Facility (RMF)
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Figure 1-17 Resource Measurement Facility (RMF)

Resource Measurement Facility (RMF)

Many different activities are required to keep your z/OS running smoothly, and to provide the
best service on the basis of the available resources and workload requirements. The console
operator, the service administrator, the system programmer, or the performance analyst does
these tasks. RMF is the tool (online and batch reports) that helps each of these people do the
job effectively, as far as the performance of the system is concerned. RMF gathers
performance data using three monitors:

» Short-term data collection with Monitor 111
» Snapshot™ monitoring with Monitor I
» Long-term data gathering with Monitor |

SMF records

Data is gathered for a specific cycle time, and consolidated data records are written (usually
as SMF records) at a specific interval time. The default value for data gathering is one second
and for data recording is 30 minutes. You can select these options according to your
requirements and change them whenever the need arises.

Each SMF record contains information similar to the contents of the corresponding formatted
report. For each system activity that you select, RMF collects data and formats an SMF
record to hold the data it collects. Some totals, averages, and percentages are not explicitly
contained in the SMF records, but are calculated from the SMF data.
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Depending on the feedback options you select, RMF can write the SMF records to the SMF
data set, use the data in the record to generate a printed report, or both. Regardless of the
options you select, the format of the SMF record is the same.

RMF Monitor |, Il and 1l
RMF gathers data using three monitors:

» Short-term data collection with Monitor IlI

» Snapshot monitoring with Monitor Il

» Long-term data gathering with Monitor | and Monitor |l

Monitor | collects long-term data about system workload and resource utilization, and covers
all hardware and software components of your system: processor, I/O device and storage

activities and utilization, as well as resource consumption, activity, and performance of
groups of address spaces.

Monitor Il simply takes snapshots of certain z/OS key fields. Monitor Ill uses the concept of
Contention Analysis (address space using and delay states) for gathering data. An address
space is a set of virtual addresses a program can refer to. In z/OS, each set of logically
related programs share a same address space containing up to 2-G addresses.

All three monitors can create reports.

Chapter 1. Introduction to zZOS 37



1.18 Workload Manager (WLM)
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Workload management

Before the introduction of Workload Manager (WLM), the only way to inform the z/OS about
your business goal (such as transaction response time) was to translate from high-level
objectives about what transaction needs to be done into the extremely technical terms that
the system can understand. This translation required highly skilled staff and could be
protracted, error-prone, and eventually in conflict with the original business goals.

Additionally, it was often difficult to predict the effects of changing a parameter, which may be
required, for example, following a system capacity increase. This could result in unbalanced
resource allocation. This method of operation, known as compatibility mode, was becoming
unmanageable as new workloads were introduced, and as multiple systems were being
managed together in Parallel Sysplex processing and data sharing environments.

WLM goal mode

When in goal mode system operation, WLM provides fewer, simpler, and more consistent
system externals that reflect goals for transactions expressed in terms commonly used in
business objectives, and WLM match resources (by setting priorities in resource queues) to
meet those goals by constantly monitoring and adapting the system. Workload Manager
provides a solution for managing workload distribution, workload balancing, and distributing
resources to competing workloads.
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Subsystems using WLM

MVS workload management provides a solution for managing workload distribution, workload
balancing, and distributing resources to competing workloads. MVS workload management is
the combined cooperation of various subsystems (CICS, IMS/ESA®, JES, APPC, TSO/E,
z/0OS UNIX System Services, DDF, DB2, SOM®, LSFM, and Internet Connection Server) with
the MVS workload management (WLM) component.

WLM service policy

Workload management provides new MVS performance management externals in a service
policy that reflects goals for work, expressed in terms commonly used in service level
agreements (SLAs). Because the terms are similar to those commonly used in an SLA, you
can communicate with end users, with business partners, and with MVS using the same
terminology.

Using one common terminology, workload management provides feedback to support
performance reporting, analysis, and modelling tools. The feedback describes performance
achievements in the same terms as those used to express goals for work. Workload
management eliminates the need to micro-manage each individual MVS image, thereby
providing a way for you to increase the number of systems in your installation without greatly
increasing the necessary skill level.
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1.19 Infoprint Server
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Infoprint Server overview

Infoprint Server is an optional feature of z/OS Version 1 Release 1 and higher. Infoprint
Server is a UNIX application that uses z/OS UNIX System Services. This feature is the basis
for a total print serving solution for the z/OS environment in a TCP/IP network.

Infoprint Server lets users submit print requests from remote workstations in a TCP/IP
network, from UNIX System Services applications, from batch applications, and from VTAM
applications, such as CICS or IMS applications. It allows you to consolidate your print
workload from the servers onto a central z/OS print server.

Infoprint Server delivers improved efficiency and lower overall printing cost with the flexibility
for high-volume, high-speed printing from anywhere in the network. With Infoprint Server, you
can reduce the overall cost of printing while improving manageability, data retrievability, and

usability.

Print Interface Print Interface is the component of Infoprint Server that processes print
requests received from both remote clients and local users. When the
Print Interface receives a print request, it allocates an output data set on
the JES spool.

IP PrintWay IP PrintWay is the component of Infoprint Server that transmits output
data sets from the JES2 or JESS spool to network printers, or to other
host systems in your TCP/IP network. The remote printer or host system
must support either the LPR/LPD protocol, the IPP protocol, or direct
socket printing. IP PrintWay can give you fast access to
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NetSpool

Infoprint Central

TCP/IP-connected printers and to Virtual Telecommunications Access
Method (VTAM)-controlled printers.

NetSpool intercepts print data from VTAM applications, such as CICS
and IMS; transforms the data streams to EBCDIC line data, PCL, PDF, or
other formats that the target printer accepts; and writes the output data
set to the JES spool.

JES or PSF can print the output data sets, or JES can transmit them to
other locations for printing. IP PrintWay can transmit the output data sets
to remote printers in your TCP/IP network.

Infoprint Central is a Web-based print management system primarily for
help desk operators. However, other authorized users or job submitters

can also use it. Infoprint Central works with IP PrintWay extended mode.
With Infoprint Central, you can:

» Work with print jobs

» Work with printers

» Work with NetSpool logical units (LUs)
» Display printer definitions

» Check system status

Note: For a detailed description of Infoprint Server, see ABCs of System Programming
Volume 7, SG24-6987.

Chapter 1. Introduction to z0S 41



42 ABCs of z/0S System Programming Volume 1



The z/OS system programmer

In a mainframe IT installation, system programmers are responsible for installing,
customizing, and maintaining the z/OS operating system. Their responsibilities also include
installing or upgrading all additional products that run on the system, such as the following
middleware products:

» Database management systems, such as DB2 and IMS

» Online transaction processing systems, such as CICS

» Web servers, such as WebSphere

Middleware is a software layer between the operating system and the end user, or end-user
application. Middleware supplies major functions that are not provided by the operating
system.

This chapter describes the tasks that the system programmer performs:

» Planning hardware and software system installs and changes in configuration

» Training system operators and application programmers

» Automating operations

» Capacity planning

» Running installation jobs and scripts

» Performing installation-specific customization tasks

» Integration-testing the new products with existing applications and user procedures
» System-wide performance tuning to meet required levels of service
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2.1 z/OS Operating System: the role of a system programmer
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Figure 2-1 z/OS Operating System: the role of a system programmer

The role of a system programmer

As a system programmer, and to meet the specific requirements of your installation, you can
customize z/OS functions and interfaces to take advantage of new functions after installation.
The role of the system programmer is to install, customize, and maintain the operating
system. The z/OS Operating System runs on various hardware configurations. A system
programmer must define the hardware I/O configuration resources that are to be available to
the z/OS Operating System. The hardware used can be either IBM or other manufacturer
machines. As a z/OS system programmer, you must be aware of the following:

» Storage concepts

» Virtual storage and address spaces concepts

» Device I/O configurations

» Processor configurations

» Console definitions

» System libraries where the software is placed

» System data sets and their placement

» Customization parameters that are used to define a z/OS configuration

» Execution of the performance analysis task through the use of performance monitors such
as RMF
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System operations

Installing and configuring system software is a task that occurs frequently. For the various
products installed, different system programmers may be assigned to different products and
subsystems.

Introduction and management of new workloads on the system, such as batch jobs and
online transaction processing, may also involve individual system programmers being
assigned to support the various types of workloads that execute in the complex.

System programmers must be skilled at debugging problems with system software. These
problems are often captured in a copy of the computer's memory contents called a dump,
which the system produces in response to a failing software product, user job, or transaction.
Using the dump and specialized debugging tools, the system programmer can determine
where the components have failed. When the error occurs in a software product, the system
programmer works directly with the software vendor to report the problem and wait for a
potential fix to install.
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2.2 z/OS system programmer management overview
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z/0S system programmer management overview

A z/OS system programmer needs to be involved in the customization of the items shown on
Figure 2-2. These items are explained here.

» Address spaces: When the z/OS Operating System is started, z/OS establishes system
component address spaces. During the IPL, the first address space started is the master
scheduler address space (*"MASTER?*). There are other system address spaces for
various subsystems and system components.

» Paging: Page data sets contain the paged-out portions of address spaces, the common
service area (CSA), PLPA, and the data written to virtual I/O (VIO) data sets.

» Dispatching work: The scheduling of address spaces as dispatchable units to execute on
a CP in the z/OS system is done by the z/OS dispatcher component. The z/OS dispatcher
is responsible for finding and dispatching (execute on a CP) the highest priority
dispatchable unit in the system (SRBs and tasks).

» Job flow: z/OS uses a job entry subsystem (JES) to receive jobs (also called batch, which
is a non-interactive type of transaction) into the operating system, to schedule them for
processing by z/OS, and to control their output processing. JES is the component of the
operating system that provides supplementary job management, data management, and
task management functions such as scheduling, control of job flow, and spooling (storing
output on DASD spool volumes instead of printing them at the moment they are
produced).
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Z/OS storage: The system programmer must be aware of all storage considerations when
installing and customizing a z/OS operating system environment. The initialization process
begins when the system operator selects the LOAD (IPL) function at the system console.
z/OS locates all of the usable central storage that is online and available to the system,
and creates a virtual environment for the building of various system areas. This
initialization phase allocates the system's minimum virtual storage for the system queue
area (SQA) and the extended SQA, allocates virtual storage for the extended local system
queue area (extended LSQA) for the master scheduler address space, and allocates
virtual storage for the common service area (CSA) and the extended CSA. The amount of
storage allocated depends on the values specified on the CSA system parameter read
during the IPL.

System data sets: Each installation must incorporate required system data sets into the
system by allocating space for them on appropriate direct access devices (DASD) during
system installation. The DEFINE function of Access Method Services is used to define
both the space requirements and the volume for each system data set. Some data sets
must be allocated on the system residence volume (the volume that has the kernel of
z/OS code). Other data sets can be placed on other direct access volumes.

Operator communication: The operation of a z/OS system involves the following:

— Console operations, or how operators and system programmers interact
instantaneously with z/OS to monitor or control the hardware and software.

— Message (produced by z/OS) processing and command (produced by an operator)
processing that forms the basis of operator interaction with z/OS and the basis of z/OS
automation.

— Managing hardware such as processors and peripheral devices (including the
consoles where operators or system programmers do their work) and software such as
the z/OS operating control system, the job entry subsystem, subsystems such as
NetView® that can control automated operations, and all the applications that run on
z/OS.

Security: Data security is the protection of data against unauthorized disclosure, transfer,
modification, or destruction, whether accidental or intentional. A security system (like
RACF) must be installed in your operating system by a system programmer to maintain
the resources necessary to meet the security objectives. The system programmer has the
overall responsibility, using the technology available, to transform the objectives of the
security policy into a usable plan.

Availability: The software products supporting system programmers and operators in
managing their systems heavily influence the complexity of their job and their ability to
keep system availability at a high level. Performance management is the system
management discipline that most directly impacts all users of system resources in an
enterprise and can be achieved, for example, by using RMF.

Integrity: An operating system is said to have system integrity when it is designed,
implemented, and maintained to protect itself against unauthorized access, and does so to
the extent that security controls specified for that system cannot be compromised.
Specifically for z/OS, this means that there must be no way for any unauthorized program,
using any system interface, defined or undefined, to perform the following actions:

— Bypass store or fetch protection
— Bypass password use, VSAM password, or RACF security checking
— Obtain control in an authorized state
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2.3 The system programmer and z/OS operations
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The system programmer and z/OS operations
A system programmer has to plan the following operations areas:

» Workload Manager

Workload Manager (WLM) provides a solution for managing workload distribution,
workload balancing, and distributing resources to competing workloads. Managing
workloads is possible due to the combined cooperation of various subsystems (CICS,
IMS, JES, ASCH, TSO/E, OMVS, DDF, DB2, CB, EWLM, MQ, STC, SYSH, IEWB, and
TSO) with the Workload Manager (WLM) component.

» System performance

The task of tuning a system is an iterative and continuous process. The controls offered by
SRM are only one aspect of this process. Initial tuning consists of selecting appropriate
parameters for various system components and subsystems. After the system is
operational and criteria have been established for the selection of jobs for execution via
job classes and priorities, SRM will control the distribution of available resources
according to the parameters specified by the installation.

WLM, however, can only deal with available resources. If these are inadequate to meet the
needs of the installation, even optimal distribution may not be the answer; other areas of
the system should be examined to determine the possibility of increasing available
resources.
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When requirements for the system increase and it becomes necessary to shift priorities or
acquire additional resources, such as a larger processor, more storage, or more terminals,
the WLM goals might have to be adjusted to reflect changed conditions.

I/0 device configuration

As a system programmer, you must define an 1/O configuration to the operating system
(software) and the channel subsystem (hardware). The Hardware Configuration Definition
(HCD) component of z/OS consolidates the hardware and software 1/0O configuration
processes under a single interactive end-user interface. The validation checking that HCD
does as you enter data helps to eliminate errors before you attempt to use the I/0
configuration. The output of HCD is an I/O definition file (IODF), which contains the server,
the logical partitions and the I/O configuration data. An IODF is used to define multiple
hardware (servers) and software configurations to the z/OS operating system. When you
activate an IODF, HCD defines the I/O configuration to the channel subsystem and/or the
operating system. With the HCD activate function or the z/OS ACTIVATE operator
command, you can make changes to the current configuration without having to initial
program load (IPL) the software or Power-on Reset (POR) the hardware. Making changes
while the system is running is known as dynamic configuration or dynamic
reconfiguration.

Console operations
The operation of a z/OS system involves the following:

— Console operations, or how operators interact with z/OS to monitor or control the
hardware and software

— Message and command processing that forms the basis of operator interaction with
z/OS and the basis of z/OS automation

Operating z/OS involves managing hardware such as processors and peripheral devices
(including the consoles where your operators do their work) and software such as the
z/OS operating control system, the job entry subsystem, subsystems such as NetView
that can control automated operations, and all the applications that run on z/OS.

Planning z/OS operations for a system must take into account how operators use consoles
to do their work and how you want to manage messages and commands. Because
messages are also the basis of automated operations, understanding message
processing in an z/OS system can help you plan z/OS automation.

System operations

Also involved are the business goals and policies established to allow the installation to grow
and handle work efficiently. These needs, of course, vary from installation to installation, but
they are important when you plan your z/OS operations.

Managing the complexity of z/OS requires you to think about the particular needs of your
installation. However, installations can consider the following goals when planning z/OS
operations.

>

Increasing system availability

Many installations need to ensure that their system and its services are available and
operating to meet service level agreements (SLASs). Installations with 24-hour, 7-day
operations need to plan for minimal disruption of their operation activities. In terms of z/OS
operations, how the installation establishes console recovery or whether an operator must
re-IPL a system to change processing options are important planning considerations.

Controlling operating activities and functions

As more installations make use of multisystem environments (as in Parallel Sysplex), the
need to coordinate the operating activities of those systems becomes crucial. Even for
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single z/OS systems, an installation needs to think about controlling communication
between functional areas (such as a tape-pool library and the master console area, for
example). In both single and multisystem environments, the commands that operators can
issue from consoles can be a security concern that requires careful coordination. As a
planner, ensure that the right people are doing the right tasks when they interact with
z/OS. If your installation uses remote operations to control target systems, you also need
to consider how to control those activities from the host system.

Simplifying operator tasks

Because the complexity of operating z/OS has increased, the tasks and skills of operators
also require careful consideration. How operators respond to messages at their consoles
and how you can reduce or simplify their actions are important to operations planning.
Further, planning z/OS operator tasks in relation to any automated operations that help
simplify those tasks is also needed.

Streamlining message flow and command processing

In thinking about operator tasks, consider how to manage messages and commands.
Operators need to respond to messages. Routing messages to operator consoles,
suppressing messages to help your operators manage increased message traffic, and
selecting messages for automated operations can all help you manage system activity
efficiently.

Single system image

Single system image allows the operator, for certain tasks, to interact with several images
of a product as though they were one image. For example, the operator can issue a single
command to all z/OS systems in the sysplex instead of repeating the command for each
system.

Single point of control

Single point of control allows the operator to interact with a suite of products from a single
workstation. An operator can accomplish a set of tasks from a single workstation, thereby
reducing the number of consoles that the operator has to manage.
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Requirements for z/OS installation

To be able to install and customize a z/OS operating system, a system programmer has to
possess certain basic skills and functions. Figure 2-4 lists some of the areas about which a
programmer needs to know; these areas are explained here.

TSO/E TSO/E refers to Time Sharing Option Extensions. TSO/E is an option of the
z/0S Operating System that allows users to interactively share computer time
and resources. TSO/E is an integral part of zZ/OS, and serves as a platform for
other elements, such as BookManager READ, HCD, and ISPF/PDF.

ISPF/PDF The Interactive System Productivity Facility (ISPF) and its Program
Development Facility (ISPF/PDF) work under TSO/E to provide panels with
which users can interact. ISPF provides the underlying dialog management
service that displays panels, and enables a user to navigate through the
panels. PDF is a dialog of ISPF that helps maintain libraries of information in
TSO/E and allows a user to manage the library through facilities such as
browse, edit, and utilities.

JCL During the install phase of z/OS, many batch jobs are required to be
submitted. The JCL for these jobs needs to be updated for your environment.
Therefore, it is essential that a system programmer be very familiar with JCL
and batch job submission from TSO/E and using ISPF.

Storage Storage concepts must be understood by the system programmer in setting
up a z/0OS environment; see “z/OS storage concepts” on page 59.
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Device I/O An I/O configuration is the definition of hardware resources that are available
to the operating system and the connections between these resources. The
resources include:

Channels (ESCON and FICON®)
ESCON and FICON Directors (switches)
Control units

Devices

When you define a configuration, you need to provide both physical and
logical information about these resources. For example, when defining a
device you provide physical information, such as its type and model, as well
as logical information such as the identifier you will assign in the configuration
definition.

You must define an 1/0 configuration to the operating system (software) and
the channel subsystem (hardware). The Hardware Configuration Definition
(HCD) component of z/OS consolidates the hardware and software I/O
configuration processes under a single interactive end-user interface.

Processors  When more than one processor exists in a complex, or more than one logical
partition exists in a complex, z/OS is required to be defined in multisystem
mode or a sysplex.

Consoles A console configuration consists of the various consoles that operators use to
communicate with z/OS. Your installation first defines the 1/O devices it can
use as consoles with the hardware configuration definition (HCD). HCD
manages the I/O configuration for the z/OS system. After you have defined
the devices, indicate to z/OS which devices to use as consoles by specifying
the appropriate device numbers in the CONSOLXxx parmlib member.

System libraries management

When installing z/OS, the current z/OS system becomes the driving system that you use to
install the target system. The target system is the system software libraries and other data
sets that you are installing. You log on to the driving system and run jobs there to create or
update the target system. After the target system is built, it can be IPLed on the same
hardware (same LPAR or same processor), or on different hardware than that used for the
driving system.

DASD space management

The space required by system software data sets, except for PDSE data sets, is affected by
the block sizes you choose for those data sets. Generally, data sets with larger block sizes
use less space to store the same data than those with smaller block sizes. Data sets that
store more data in less space usually offer better DASD performance than those that use
more space to store the same data. The DASD space required to install z/OS or z/OS.e
includes:

» All elements
» All features that support dynamic enablement, regardless of your order
» All unpriced features that you ordered

SYS1.PARMLIB data set

SYS1.PARMLIB is a required partitioned data set that contains IBM-supplied and
installation-created members, which contain lists of system parameter values.
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2.5 Choosing an installation package
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Choosing an installation package

Because the base elements and optional features of z/OS are integrated into a single
package with compatible service levels, you must install, with few exceptions, the entire z/OS
product.

You can install z/OS using one of several IBM packages. Two of these packages are available
at no additional charge when you license z/OS:

» ServerPac

» CBPDO, or Custom-built production delivery option

Other installation packages and offerings are available for a fee.

When you order a new system or a new release of z/OS, you also receive all the new
maintenance or service (including corrections) that is applicable to the release.

The best installation method is usually the one that requires the least amount of work for you.
We recommend the following:

» If you are new to z/OS and never had a previous system, use either a fee service or
ServerPac's full system replacement option.

» Or, if you are new to z/OS, and also want to install a ServerPac in the
dump-by-data-set-format, you can order and install the Customized Offerings Driver
(COD) first. This software is a pre-built standalone driving system that you can use to
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prepare the installation of a CBPDO or a ServerPac if you do not have a driving system, or
even if your driving system does not meet the minimum system requirements.

» If you are migrating from VM or VSE (other IBM mainframe operating systems), use a fee
service.

» In response to customer feedback that the current release cycle is too short and
complicates customer migration plans, the release schedule for z/OS and z/OS.e has
changed from a 6-month cycle to a 12-month cycle.

» New z/OS and z/OS.e functions will continue to be delivered between releases through
the normal maintenance stream or as Web deliverables. In addition, significant new
functions may be delivered between releases as features of the product.
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Ordering z/OS
When ordering z/OS, be aware of there are two classifications of elements in the z/OS
system:

1.

Exclusive elements: These can be ordered only as part of the z/OS package, and are not
available as independent elements or features anywhere else.

Non-exclusive elements: This refers to the elements or features included in the z/OS
package that are also orderable as independent products, at the same functional level,
from the z/OS product set.

When ordering products, be sure you include the following steps when planning your
pre-installation activities:

» Obtain and install any required program temporary fixes (PTFs - the temporary corrections

- or updated versions of the operating system).

Call the IBM Software Support Center to obtain the preventive service planning (PSP)
upgrade. This provides the most current information on PTFs. Have RETAIN® (which is
an IBM database with all the found corrections) checked again just before testing products
like RACF. Information for requesting the PSP upgrade can be found in the program
directory. Although the program directory contains a list of the required PTFs, the most
current information is available from the support center.

Verify that your installation's programs will continue to run, and, if necessary, make
changes to ensure compatibility with the new release.
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2.7 Installing z/OS: ServerPac
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Installing z/OS: Server Pac

ServerPac is a software delivery package consisting of products and service for which IBM
has performed the SMP/E installation steps and some of the post-SMP/E installation steps.
To install the package on your system and complete the installation of the software it includes,
you use the CustomPac Installation Dialog.

A z/OS ServerPac order contains an Interactive System Productivity Facility (ISPF) dialog that
you use to install z/OS. This dialog is called the CustomPac Installation Dialog because it is
used to install all of IBM's CustomPac offerings, for example, ServerPac, SystemPac®,
FunctionPac, ProductPac®, and ServicePac®. When ordering a ServerPac:

>

>

IBM selects the products that were ordered.

IBM integrates products and selected service into target and distribution libraries and their
SMP/E zones.

IBM enables the features that you ordered that use dynamic enablement.

IBM verifies the resulting system for the specific package by doing an IPL, submitting a
job, logging on to TSO/E, and checking the job's output. IBM performs this test using the
operational data sets supplied with the ServerPac. If you use the software upgrade path
when installing a ServerPac, you will use your own existing operational data sets, so this
test will not assure that the system will IPL in your environment. However, it does make
sure that the software itself can be used to IPL given a usable set of operational data sets.

IBM selects all unintegrated service for products ordered and includes it on a service tape.
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2.8 Installing z/0S: Custom-built product delivery option

Figure 2-8 Installing z/OS: Custom-built product delivery option (CBPDO)

Installing z/OS: CBPDO

The custom-built product delivery option (CPBDO) is a software delivery package consisting
of uninstalled products and unintegrated service. You must use SMP/E to install the individual
z/OS elements and features, and their service, before you can IPL.

To order CBPDO, use an order checklist (available from an IBM representative, the z/OS Web
site, or IBMLIink™ via the configurator). The order is for a unique system release identifier
(SREL). It is recommended that you order all products that you maintain in the same z/OS
product set.

It is further recommended that you order only z/OS elements and features (or their equivalent
standalone products) in your CBPDO order. (Ordering equivalent levels of non-exclusive
elements does not increase the size of the CBPDO because the FMIDs are the same, but it
does enable the IFAPRD00 PARMLIB member to be built correctly.) If you need to update
other products, place a separate CBPDO order for these products. When ordering a CBPDO:

» |IBM selects the products that were ordered.

» IBM selects service for the products you order and for products that are already licensed
under the same customer number you use to place your order.

» IBM builds a customized job stream to enable the features that you ordered that use
dynamic enablement.

» IBM builds a customized job stream to enable selected features that use the registration
service.
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Installing z/OS: fee-based packages

Instead of using ServerPac or CBPDO to install z/OS, you could, for an additional fee, use
one of the following services:

» SystemPac tailors z/OS to your environment (such as DASD layout, migration of
MVSCP/IOCP to IODF, and naming conventions) based on information provided to IBM.
With this offering, selected non-IBM products can be integrated. This offering can be
delivered in IEBCOPY dump-by-data-set format or in full volume dump format.

» SoftwareXcel Installation Express (SIE), available in the U.S. only, provides prebuilt z/OS
system packages in full volume dump format, tailored to customer hardware and software
configurations. SIE includes onsite planning, installation, and package testing. SIE creates
a compatibility research report for up to 70 non-IBM software products, if requested. SIE
can also include selected non-IBM software products integrated into the system package.

» The Entry Server Offering (available in some countries) is a packaged solution that
includes hardware, software, installation services, maintenance, and financing to help
customers get to current technology.

» The Software Management Customized Platform Service (CPS), available in Europe, is a
modular service, which includes product and system planning, data gathering of custom
specific data and parameters, installation, customization and documentation of IBM and
ISV products, and project management.

» Other fee-based help includes Washington System Center services, customized solutions,
hardware services, and software services.
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z/OS storage concepts

This chapter describes basic z/OS storage concepts, including:
» Virtual storage and address spaces

» How processor storage is managed by z/OS
» How virtual storage in managed by z/OS

» Address space map for 31-bit and 64-bit

» System address spaces

» Dynamic address translation

» Residence Mode and Addressing Mode

» Subsystem definitions

» Multiprogramming and multitask

» Module object and load module

» Memory hierarchies

For more detailed information about virtual storage concepts, refer to ABCs of z/0OS System

Programming Volume 10.

© Copyright IBM Corp. 2008. All rights reserved.
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3.1 Processor storage overview
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Processor storage overview

From 370-XA until ESA/390 (“old” mainframe architecture), processor storage consisted of
central storage plus expanded storage.

Note: The terms central storage, main storage, real storage, and memory always refer to
physical memory, which is the one that resides within the processor cage and is made of
Silicium.

The technology of central storage has the following characteristics:

» Itis made of Silicium.
» The processor is directly accessible (for programs and data).
» Itis volatile, fast, and expensive, when compared with magnetic storage (DASD, tape).

Expanded storage (with the same technology of central storage) provided a way to relieve the
performance constraint imposed by the 31-bit real address size in a logical partition that
limited central storage to 2 GB. Expanded storage served as a high-speed backing store for
paging and for large data buffers.

In z/Architecture, there is no expanded storage because the 31-bit real address limitation is
relieved to a 64-bit real address (up to 16 Exa real addresses). However, the largest
mainframe (the z9 CEC) only has a total central storage capacity of 512 GB.
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The system initialization process begins when the system operator selects the LOAD function
at the system console. This causes an initial program load (IPL), which is equivalent to a boot
in other platforms. z/OS locates all of the usable central storage that is online and available in
the IPLed logical partition, creating a virtual storage environment for the building of various
system areas. z/OS uses central storage to map the virtual storage, which implies allocating
and using auxiliary storage.

Next, we describe central storage and auxiliary storage properties.
» Central storage

Central storage, also referred to as main storage, provides the system with a volatile
processor that is directly addressable, with fast access for the electronic storage of data.

Because of the volatile property of central storage, modern mainframes have an Internal
Battery Feature (IBF) that keeps central storage running so operators can perform normal
shutdown procedures in power failure situations.

Both data and programs must be loaded into central storage (from magnetic devices such
as disks and tapes) before they can be processed by the processors. The maximum
central storage size per logical partition is restricted by hardware and the z/OS and
system architecture, as follows:

— In System/370 architecture, the maximum is 16 MB.

— From S/370™-XA architecture to ESA/390 architecture, the maximum is 2 GB.

— In z/Architecture, the maximum is 16 EX (exabytes). From z/OS V1R8 and up, the limit
is 4 TB.

Keep in mind, however, that the maximum central storage size in a z9 CEC is 512 GB.
» Auxiliary storage

Auxiliary storage consists of z/OS paging data sets (files) located in direct access storage
devices (DASD). Note that DASD in mainframe terminology is referred to as “disk” on
other platforms. DASD is a non-volatile magnetic memory made of iron oxide. Paging data
sets are used to implement virtual storage, which contain the paged-out portions of all
virtual storage address spaces. In addition, output to virtual I/O (VIO) devices may be also
stored in the paging data sets. The concept of address spaces is covered in 3.2, “Virtual
storage concepts” on page 62. The concept of VIO is covered in 3.9, “Auxiliary Storage
Manager” on page 70.

Processing unit

Along with storage, Figure 3-1 on page 60 depicts a processing unit (PU). The processing
unit is the hardware in charge of executing instructions located in central storage. The PU
contains the sequencing and processing facilities for instruction execution, interruption action,
timing functions, initial program loading and other machine-related functions. PUs and central
storage are packed in units known as “books” within the CEC cage in a zZ9 machine.
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3.2 Virtual storage concepts
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Virtual storage concepts

Virtual storage is an illusion created by z/Architecture together with z/OS, such that the
program seems to have more central storage that it really has. The virtual storage concept
was introduced in the Atlas System used for the first time in the IBM System/370 architecture.
The virtual storage concept is based on the following points:

» An address (called virtual) as referred by a program is an identifier of a required piece of
information in central storage. This allows the size of an address space (all virtual
addresses available to a program) to exceed the central storage size.

» All central storage references are made in terms of virtual storage address.

» A hardware mechanism (DAT) is employed to perform a mapping between the virtual
storage address and its physical location in central storage.

» When a requested address is not in central storage (that is, there are more virtual
addresses than bytes in central storage), an interruption is signaled and the required data
is brought into memory.

In z/OS, virtual storage is implemented (transparently to the program) using the concepts of:

Segment Program address space is divided into segments of
1 M addresses in size.

Page A segment is divided into pages, which are blocks of
4 K addresses in size.
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Frame Central storage is divided into frames, which are
blocks of 4 Kbytes in size.

Slots Auxiliary storage page data sets are formatted in
slots, which are blocks of 4 Kbytes in size.

Dynamic address translation (DAT) This is implemented by hardware and by software
throughout page tables and segment tables.

A z/OS program accesses addresses located in virtual storage. Only pages of the program
currently active need to be in a central storage frame at processing time. The inactive pages
are held in auxiliary storage.
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Frames, slots, and pages

When a program is selected, z/OS brings it into virtual storage (allowing it to use a range of
virtual addresses) and divides it into pages of 4 K addresses. Then, z/OS transfers the pages
of the program into central storage for execution and out to auxiliary storage when not
needed and central storage is under contention.

Actually, not all pages of a program are necessarily in central storage at one time. To the
programmer the entire program appears to occupy a contiguous space of addresses in
central storage at all times. The pages that are in central storage, however, do not
necessarily occupy contiguous space.

The parts of a program executing in virtual storage must be moved between real and auxiliary
storage. To allow this, z/OS breaks the storage into blocks of 4 K, as explained here:
» A block of 4 KB of central storage is a frame.
» A block of 4 K addresses in virtual storage is a page. A virtual storage is backed by:
— Central storage
— Auxiliary storage
» A block of storage on an auxiliary device is a slot.

Frames, pages, and slots are all the same size (4 K).
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3.4 The address space concept
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The address space concept

The System/370 was the first IBM architecture to use virtual storage and address space
concepts emulating the first virtual system, the Atlas. The address space is a set of
contiguous virtual addresses available to a program instructions and its data. The range of
virtual addresses available to a program starts at 0 and can go to the highest address
permitted by the operating system architecture. The address space size is decided by the
length of the fields that keeps such addresses. Because it maps all of the available
addresses, an address space includes system code and data as well as user code and data.
Thus, not all of the mapped addresses are available for user code and data. The S/370
architecture used 24 bits for addressing. So, the highest accessible address in the MVS/370
was 16 megabytes, which was also the address space size.

With MVS/XA™ the XA architecture extended to 31 bits for addressing and the address
space size went from 16 MB to 2 GB, which is 128 times bigger. The 16 MB address became
the division point between the two architectures and is commonly called the /ine.

For compatibility, programs running in MVS/370 should run in MVS/XA, and new programs
should be able to exploit the new technology. So, the high-order bit of the address (4 bytes) is
not used for addressing, but rather to indicate to the hardware how many bits are used to
solve an address: 31 bits (bit 32 on) or 24 bits (bit 32 off).

With z/OS, the z/Architecture extended to 64 bits and the address space size went from 2 GB
to 16 Exa, which is 8 giga times bigger. The 2 G address is called the bar. The addresses
above the bar are used for data only.
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Figure 3-5 Addressing mode and residence mode

Addressing mode and residence mode

With the MVS/XA came the concept of addressing mode (AMODE). AMODE is a program
attribute to indicate which hardware addressing mode should be active to solve an address;
that is, how many bits should be used for solving and dealing with addresses.

» AMODE=24: Indicates that the program may address up to 16 M virtual addresses.

» AMODE= 31: Indicates that the program may address up to 2 G virtual addresses.

» AMODE= 64: Indicates that the program may address up to 16-Exa virtual addresses
(only in z/Architecture).

The concept of residence mode (RMODE) is used to indicate where a program should be
placed in the virtual storage (by z/OS program management) when the system loads it from
DASD, as explained here:

» RMODE=24: Indicates that the module must reside below the 16 MB virtual storage line.
Among the reasons for RMODEZ24 is that the program is AMODE24, the program has
control blocks that must reside below the line.

» RMODE-= ANY: Indicates that the module may reside anywhere in virtual storage, but
preferentially above the 16 MB virtual storage line. Because of this, such an RMODE is
also called RMODE 31. Note that in z/OS, there is no RMODE=64, because the virtual
storage above 2 G is not suitable for programs, only data.

AMODE and RMODE are load module attributes assigned when load modules are created by
the Binder program and are placed in load module’s directory entry in a partitioned data set.
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Storage managers
In a z/OS system, storage is managed by the following z/OS components:

» Virtual Storage Manager™ (VSM): Virtual storage is managed by the Virtual Storage
Manager (VSM). The main function of VSM is to control the use of virtual storage
addresses by programs. Each installation can use virtual storage parameters (at data set
Sys1.Parmlib) to specify how certain virtual storage areas are to be allocated to programs.
These parameters have an impact on central storage use and overall system
performance.

» Real Storage Manager (RSM™): Controls the allocation of central storage frames to
pages during system initialization, and during system execution.

» Auxiliary Storage Manager (ASM): Controls the use of page data sets and the implicit
paging I/O operation. As a system programmer, you are responsible for the size and the
performance of the page data sets.
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Virtual Storage Manager (VSM)
VSM is the z/OS component that manages virtual storage. Its main function is to control the
use of virtual storage addresses. Virtual storage allows you to write large programs without
the need for complex overlay structures.

The existence of an address space does not imply that all virtual addresses are automatically
available to programs. Virtual storage addresses must be requested by programs through the
use of the GETMAIN or STORAGE OBTAIN macros and returned to the Virtual Storage
Manager using the FREEMAIN or STORAGE RELEASE macro. The VSM functions are:

» Allocate and release blocks of virtual storage on request by programs.

» Ensure that central storage frames exist for naturally fixed pages as SQA, LSQA, CSA.

» Associate a storage protection key with each virtual storage block requested. This function
is provided through the GETMAIN and STORAGE macros. Refer to ABCs of z/OS System
Programming Volume 10 for more information about storage protection.

» Maintain storage use information by generating SMF records.

VSM also provides services that are especially useful when determining available storage,
coding recovery procedures, or specifying areas to be included in a dump, as listed here:

» VSMREGN macro: List the starting address and the size of the private area regions
associated with a given program (task).

» VSMLOC macro: Verify that a given area has been allocated through a GETMAIN or
STORAGE macro.

» VSMLIST macro: List the ranges of virtual storage allocated in a specified area.
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Real Storage Manager (RSM)

RSM is the z/OS component that controls the usage of central storage frames. RSM acts
together with the Auxiliary Storage Manager (ASM) to support the virtual storage concept,
and with VSM to ensure that a GETMAINed page is backed up in a central storage frame.
Furthermore, RSM establishes many services to other components and application programs
to manipulate the status of pages and frames. Some RSM functions are:

» Allocate frames for pages located in slots during page-in operations.

» Allocate central storage for page fixing. Fixing a page in a frame means that the page
never will stolen from central storage even if there is a lack of frames. The reason
justifying such function is availability, not performance.

» Allocate frames to satisfy GETMAIN requests for SQA, LSQA, CSA (pages naturally
fixed).

» Build segment and page tables. These tables are used to translate a virtual address to a
to real address.

» Work with WLM in page swapping, page stealing and the unreferenced interval count
(UIC) calculation process.
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Auxiliary Storage Manager (ASM)

ASM is a z/OS component responsible for transferring virtual pages between central frames
and auxiliary storage slots (page data sets). This is done as either a paging operation (one
page at time) or as a physical swapping operation (an address space, all pages at a time).
ASM manages the transfer by initiating the 1/0 and by maintaining tables to reflect the current
status of the slots. This status includes the location of each page in each slots.

To page efficiently and expediently, ASM divides the pages into classes, namely PLPA,
common, and local. There is at least one page data set for each class. Contention is reduced
when these classes of pages are placed on different physical devices. In addition, output to
virtual I/0 (V10) devices may be stored in local paging data sets. VIO are user temporary data
sets allocated in central and auxiliary storage. Page data sets are created and formatted by
the system programmer through the DEFINE IDCAMS command.

ASM attempts to maximize page 1/O efficiency by incorporating a set of algorithms to
distribute the I/0 load evenly (through the local page data sets). In addition, every effort is
made to keep the system operable in situations where a shortage of a specific type of slots
exists. ASM selects a local page data set for page-out from its available page data sets. ASM
selects these data sets in a circular order within each type of data set, subject to the
availability of free space and the device response time. If the address space is physically
swapped out directly from central storage to auxiliary storage, ASM reads and writes these
working set pages in parallel. Since z/OS V1R8, there is no more physical swapping; refer to
3.10, “Paging and swapping” on page 71 for more information.
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Paging and swapping
Paging is the movement of pages between central storage frames and auxiliary storage slots.

There are two types of paging operations:

» Page-in, which flows from a slot to a frame. It is caused by a page fault. A page fault is an
interrupt caused by the hardware in charge of translating a virtual address into a real
address. The page fault happens because the page is not currently mapped to a frame.
RSM gains control and, through ASM, provides a page-in operation to retrieve the page
from auxiliary storage.

» Page-out, which flows from a frame to a slot. It is caused when a changed page needs to
be stolen from central storage because this memory is under contention. RSM calls ASM
to schedule the paging I/O necessary to send these pages to auxiliary storage.

Swapping is the primary function used by WLM (a z/OS component in charge of

performance) to exercise control over the distribution of resources and system throughput.

One reason for swapping is, for example, pageable storage shortages. There are two types of

swapping:

» Physical swapping: Transferring all pages in an address space between central storage
and auxiliary storage.

— A physical swapped-in address space is an active one (its programs can be executed)
that has pages in central storage and pages in auxiliary storage.
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— A physical swapped-out address space is an inactive one having all pages in auxiliary
storage, so it cannot execute its programs until it is swapped-in.

» Logical swapping: To reduce the processor and channel subsystem overhead involved
during a physical swap needing to access auxiliary storage, WLM performs logical swaps
where possible.

In a logical swap, LSQA fixed frames and recently referenced frames are kept in central
storage (in contrast to physical swaps, where these frames are moved to auxiliary
storage). Address spaces that are swapped for wait state conditions are the best
candidates for logical swaps. Since z/OS 1.8, all swaps are logical.
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3.11 Auxiliary page data sets
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Auxiliary page data sets

Auxiliary page data sets are formatted in slots; they should contain pages that for some
reason should not stay in central storage frames. As mentioned, ASM divides the pages of
the system into classes: private, CSA, and PLPA. Based on these classes, there are three
types of page data sets.

» PLPA page data set: This unique and required page data set contains pageable link pack
area pages. Refer to “Link pack area (LPA and Extended LPA)” on page 79 for more
information about this topic.

» Common page data set: This unique and required page data set contains the CSA
non-fixed virtual pages of the system common area. Refer to “Common service area (CSA
and Extended CSA)” on page 78 for more information about this topic.

» Local page data sets: These contain the private area pages of all address space pages,
data spaces, and any VIO data sets. To better distribute the paging activity load on
different volumes and controllers, you can have several local page data sets.

Also, peaks in central storage demand may occur during system operation, resulting in
heavy use of local page data set slots. To address this situation, local page data sets can
be dynamically added to and deleted from the paging configuration without re-IPLing the
system.
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31-bit address space map

Since the introduction of /XA architecture, the address space size is 2 G addresses because
the fields keeping the virtual addresses are 31 bits in size. (Refer to “64-bit address space

map” on page 85 for information about the 64-bit address space map.)

The virtual address space is divided into areas (sets of addresses) according to their use.
Virtual storage allocated in each address space is divided between system requirements and
user requirements. z/OS itself requires space from each of the basic areas. Each virtual

address space consists of:

» The common area below 16 M addresses

» The private area below 16 M addresses

» The extended common area above 16 M addresses
» The extended private area above 16 M addresses

For more information about common areas and private areas, refer to 3.13, “The common

virtual storage area” on page 75.

Most of z/OS areas exist both below and above 16 M, providing an environment that can
support both 24-bit and 31-bit addressing. However, each area and its counterpart above

16 M can be thought of as a single logical area in virtual storage.
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3.13 The common virtual storage area
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The common virtual storage area

The z/OS implementation of virtual storage is to have one address space per set of related
programs (like a job step). The advantage of this design is isolation; any error is contained in
one address space and cannot be propagated to another address space. Also, because the
number of address spaces can be large, the number of virtual addresses to be used by
programs is enormous. However, such a design poses a problem: the need for
communication between programs from different address spaces. To solve that problem, the
common area was introduced. All address spaces in a z/OS system image share a virtual
storage area known as the common area. That means that all address spaces programs in
this z/OS access the same common data and the same common programs, with the same
virtual address. The common area is created at IPL (boot) time by z/OS.The following virtual
storage areas are located in the common area:

» Prefixed storage area (PSA) with 8 K in z/Architecture
» Common service area (CSA)

» Link pack areas: Pageable (PLPA), Fixed (FLPA), and Modified (MLPA)

» System queue area (SQA)

» Nucleus

Each storage area in the common area (below 16 M) has a counterpart in the extended
common area (above 16 M), except the PSA. The CSA and SQA sizes are settled during the
IPL, according to system initialization parameters in the SYS1.PARMLIB (IEASYSxx) system
data set.
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Figure 3-14 z/OS nucleus

z/0OS nucleus

The nucleus in the common area contains the z/OS nucleus programs (kernel) and
extensions to the nucleus that are initialized during IPL processing. The nucleus contains the
most important z/OS programs. The nucleus RMODE?24 programs reside below the 16 M line.
The nucleus RMODES31 programs reside above the 16 M line.

The program modules that are to be added to the nucleus area must reside as members in
the SYS1.NUCLEUS data set. During the IPL process, the operator points to the device
number (0250, in the example shown in Figure 3-14) of the volume containing that data set,
causing the copy of the programs to be stored in memory. The system programmer can add
or delete modules from the nucleus by simply specifying the members on INCLUDE or
EXCLUDE statements in the data set SYS1.PARMLIB, at member NUCLSTxx.

The nucleus is always fixed in central storage; that is, no pages from the nucleus can be
stolen to page data sets slots.
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System queue area (SQA/ESQA)

The system queue area (SQA) is a getmainable common area containing control blocks used
by z/OS to manage transaction workloads and the use of system resources. It is a sort of
virtual storage reserved area for future getmains/freemains issued by authorized z/OS and
non- z/OS programs. The number of active address spaces (which depends on the workload
executed in the system) affects the system's use of SQA.

SQA is allocated directly below the nucleus. Extended SQA (ESQA) is allocated directly
above the extended nucleus. Both allocations occur at IPL time. The size of SQA can be
specified through the SQA parameter in the IEASYSxx member of SYS1.PARMLIB, or like
any IEASYSxx parameter, through the operator in a z/OS console at IPL.

When a getmain for SQA/ESQA cannot be fulfilled because SQA/ESQA is full, then the
SQA/ESQA overflows to CSA/ECSA. When SQA/ESQA pages are in use (getmained), they
are fixed in central storage.

Ensuring the appropriate size of SQA/ESQA and CSA/ECSA is critical to the long-term
operation of z/OS. If an occupancy threshold is crossed, z/OS takes the following actions,
trying to avoid an unprogrammed IPL:

» Message IRA100E displays in the z/OS console.
» No new address spaces are created.
» No new jobs are selected by initiators.
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3.16 Common service area (CSA and Extended CSA)
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Figure 3-16 Common service area (CSA and ECSA)

Common service area (CSA and Extended CSA)

The common service area is a getmainable common area containing control blocks used by
subsystem programs such as JES2, DFSMS, and RACF, and access methods like VSAM. It
is a sort of virtual storage reserved area for future getmains/freemains issued by such
programs.

CSA/ECSA normally contains data referenced by a number of system address spaces,
enabling address spaces to communicate by referencing the same piece of CSA data. In a
sense, CSA/ECSA looks like SQA/ESQA.

CSA is allocated directly below the MLPA. ECSA is allocated directly above the extended
MLPA. If the virtual SQA/ESQA space is full, z/OS allocates additional SQA/ESQA space
from the CSA/ECSA.

The size of the CSA/ECSA can be specified through the CSA parameter in the IEASY Sxx
member of SYS1.PARMLIB, or like any IEASYSxx parameter, through the operator in a z/OS
console at IPL. The common service area (CSA) contains pageable and fixed data areas that
are addressable by all active virtual storage address spaces.
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3.17 Link pack area (LPA and Extended LPA)
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Link pack area (LPA and Extended LPA)

The link pack area contains programs that are preloaded at IPL time in the common area,
from the SYS1.LPALIB data set. These programs can be certain z/OS SVC routines, access
methods code, other read-only z/OS programs (the ones not modified along its execution),
and any read-only reenterable user programs selected by an installation.

Because such code is in the common area, all these single copy programs can be executed
in any address space. Their copy is not self-modifying (reentrant), meaning that the same
copy of the module can be used by any number of tasks in any number of address spaces at
the same time. This reduces the demand for central storage and lowers the program fetch
overhead.

The LPA/ELPA size depends on the number of modules loaded in it. When modules are
added to LPA, the growth in LPA can cause the common area to cross one or more segment
(1 M) boundaries. This reduces the available private area for all address spaces, even for
those address spaces not using the load modules added to LPA.

All modules placed in LPA are assumed to be APF-authorized. Being APF-authorized means
that a program can invoke any SVC routine which accesses protected system and private
areas. Although LPA boundaries cannot be changed after IPL, it is possible to dynamically
include new load modules to LPA without an IPL. In this case, z/OS issues a Getmain from
CSA/ECSA and uses such virtual storage area to load the load module.
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The RMODE attribute of the program (load module) decides its location (that is, LPA or
ELPA). The extended link pack area (ELPA) is built above 16 M.

The LPA is divided into:

» Pageable LPA (PLPA/EPLPA): In this area, page faults (the page is not mapped in a
central storage frame) may occur.

» Fixed LPA (FLPA/EFLPA): This area is used for modules that have to be fixed in memory,
instead of pageable. The modules to be fixed are specified in system initialization
parameters.

» Modified LPA (MLPA and EMLPA): The MLPA can be used at IPL time to temporarily
modify or update the PLPA with new or replacement modules.

Pages from modules (programs) placed anywhere in LPA are always in virtual storage.
Pages from modules placed in FLPA are also always in central storage. Whether modules
that are in LPA, but outside FLPA, are in central storage depends on how often they are used
by all the programs of the system, and on how much central storage is available. The more
often an LPA module is used, and the more central storage that is available on the system,
the more likely it is that the pages containing the copy of the module will be in central storage
at any given time.

Each address space uses the same common area. Portions of the common area are paged in
and out as the demands of the system change and as new user jobs (batch or time-shared)
start and old ones terminate.

ABCs of z/0S System Programming Volume 1



3.18 31-bit address space private area
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31-bit address space private area

There are two private areas: below the 16 M line (PVT), and above the 16 M line (EPVT).
Their size is the complement of the common area’s size. The virtual addresses within the
private area is unique to the programs running in such areas.

The private area is formed by the following areas:
» Subpools 229, 230, and 249

This area allows private storage to be obtained in the requestor's storage protect key. The
area is used for control blocks that can be obtained only by authorized programs (as z/OS)
having appropriate storage protect keys.

A subpool is a virtual storage area with the same properties regarding storage key,
pageable or fixed, private or common, fetch protected or not, and so on. When a program
Getmains virtual storage addresses, it must indicate the subpool number.

» Local System Queue Area (LSQA)

This area contains tables and control blocks queues associated with the address space.
LSQA is intermixed with SWA and subpools 229, 230, and 249 downward from the bottom
of the CSA into the unallocated portion of the private area, as needed.

ELSQA is also intermixed, but is allocated downward from 2G into the unallocated portion
of the extended private area, as needed. LSQA does not take space below the top of the
highest storage currently allocated to the user region.
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» Scheduler Work Area (SWA

This area contains control blocks that exist from task initiation to task termination. It
includes control blocks and tables created during JCL interpretation.

» A 16 K system region area
» User region

This region is used for running user program applications (loaded at subpools 251/252)
and storing user program data (subpools from 0 to 127).

When a module is loaded into the private area for an address space, the region available for
other components is reduced by the amount of storage used for the module. The amount of
private virtual storage that a job can use for subpools 251/252 and from 0 to 127 (the low
addresses of the two private areas) may be limited through the REGION keyword on the JOB
or EXEC Job Control Language (JCL) statements. Also, the region size can be controlled and
overridden through the SMF exit IEFUSI. A value equal to 0 K or 0 M gives the job all private
storage available.
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3.19 Data spaces and hiperspace
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Figure 3-19 Data space management

Data spaces and hiperspace

The growth of processing, storage, and I/O capabilities led to a virtual storage constraint. The
upward growth in virtual storage (address space size) was limited by the architecture
(hardware and software).

ESA/370 and MVS/ESA™ came to relieve virtual storage constraint, bringing horizontal
growth to virtual storage with data space, a new type of z/OS address space, as well as
hiperspace, a new type of service.

Data space is a type of virtual storage space with a range up to 2 GB of contiguous virtual
storage. The virtual storage map of a data space is quite different; that is, the entire 2 GB is
available for user data and does not contain specific areas as an address space. A data
space can hold only data (operands accessed by instructions located in address spaces); it
does not contain z/OS control blocks or programs in execution. Program code does not
execute in a data space, although a program can reside in a data space as data (to be
executed, however, it needs to be copied to an address space). A program can refer to data
in a data space at bit level, as it does in a work file.

A program references data in a data space directly, in much the same way as it references
data in an address space. It addresses the data by the bit, manipulating, comparing, and
performing arithmetic operations. The program uses the same instructions (such as load,
compare, add, and move character) that it would use to access data in its own address
space. Before accessing data in a data space, a program must change the processor access
mode; that is, it must use special assembler instructions to change its access mode.
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High performance data access, known as hiperspace, is a kind of data space created with the
same RSM services used to create a data space. It provides the applications an opportunity
to use expanded storage as a substitute to 1/0 operations. Hiperspaces differ from data
spaces in the following ways:

»

>

Main storage is never used to back the virtual pages in hiperspace, whose pages are
located in expanded or auxiliary.

Data can be retrieved and stored between a hiperspace and a data space only using MVS
services. This avoids the complex programming required when accessing data in a data
space.

Data is addressed and referred to as a 4 K block.

Although z/OS do not support Expanded Storage when running under the z/Architecture,
hiperspace continues to operate in a compatible manner, that is, a hiperspace is now mapped
in central storage (instead of expanded) and auxiliary storage.

Programs can use data spaces and hiperspaces as described here:

»

>

To obtain more virtual storage than a single address space gives a user.

To isolate data from other tasks (programs) in the address space. Data in an address
space is accessible to all programs executing in that address space. You might want to
move some data to a database or hiperspace for security or integrity reasons. You can
restrict access to data in those spaces to one or several units of work.

To share data among programs that are executing in the same address space, or different
address spaces. Instead of keeping the shared data in common areas, you can create a
database or hiperspace for the data you want your programs to share. Use this space as a
way to separate your data logically by its own particular use.

To provide an area in which to map a data-in virtual object.
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3.20 64-bit address space map
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Figure 3-20 64-bit address space map

64-bit address space map

As previously mentioned, z/Architecture broke the 2 GB (31-bit) central storage limit and the
2 G (31-bit) address limit, and moved the limit to 16 Exa (64-bit).

The maximum of a z/OS address space is 16 Exa addresses, which makes the new address
space 8 billion times the size of the former 2 G address space. However, any new created
address space in z/OS is initialized with 2 G addresses (as it was previously), but with the
potential to go beyond.

For compatibility, the layout of the virtual storage areas for an address space is the same
below 2 G. The area that separates the virtual storage area below the 2 G address from the
user private area is called the bar, as shown in Figure 3-20, and is 2 G addresses thick. In a
64-bit virtual storage environment, the terms “above the bar” and “below the bar” are used to
identify the areas between 2**31 and 2**64-1, and 0 and 2**31-1, respectively.

For example, a address in the range 0 to 7FFFFFFF is below the bar. An address in the
range FFFFFFFF to 7FFFFFFF_FFFFFFFF is above the bar. This is basically an alteration to
the 2 G 31-bit terminology that related “below the line” to 24-bit storage, and “above the line”
to 31-bit addresses.

The 64-bit address space map is:

» 0to 2**31: The layout is the same; see Figure 3-12 on page 74.
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» 2**31 to 2**32: From 2 GB to 4 GB is considered the bar. Below the bar can be addressed
with a 31-bit address. Above the bar requires a 64-bit address.

Just as the system does not back the page at 7FFFF000 in order to protect programs from
addresses which can wrap to 0, the system does not back the virtual area between 2 GB
and 4 GB. That means a 31-bit address with the high bit on will always program check if
used in AMODE 64.

» 2**31 -2**41: The Low Non-shared area starts at 4G and goes to 2**41.

» 2**41 - 2**50: The Shared Area starts at 2**41 and goes to 2**50 or higher if requested
(up to 2 **53).

» 2**50 - 2**64: The High Non-shared area starts at 2**50 or wherever the Shared Area
ends and goes to 2**64.

The shared area may be shared between programs running in private areas from specific
address spaces. In contrast, the below the bar common area is shared between all address
spaces.

The area above the bar is designed to keep data (such as DB2 buffer pool and WebSphere
data), and not to load modules (programs). There is no RMODE®64 as a load module attribute.
However, such programs running below the bar may request virtual storage above the bar
and access it. In order to access such an address, the program must be AMODEG64.

To allocate and release virtual storage above 2 G, a program must use the services provided
in the IARV64 macro. The GETMAIN, FREEMAN, STORAGE, and CPOOL macros do not
allocate storage above the 2 G address, nor do callable cell pool services.

User private area

The area above the bar is intended for application data; no programs run above the bar. No
system information or system control blocks exist above the bar, either. Currently there is no
common area above the bar.

The user private area, as shown in Figure 3-20 on page 85, includes:

» Low private: The private area below the line

» Extended private: The private area above the line

» Low Non-shared: The private area just above the bar

» High Non-shared: The private area above Shared Area

As users allocate private storage above the bar, it will first be allocated from the Low
Non-shared area. Similarly, as the Shared Area is allocated, it will be allocated from the

bottom up. This is done to allow applications to have both private and shared memory above
the bar, and avoid additional machine cycles to perform dynamic address translation (DAT).

For virtual storage above the bar, a new JCL keyword (MEMLIMIT) is introduced on the JOB
and EXEC JCL statements. For virtual storage above the bar, there is no practical limit to the
amount of virtual address range that an address space can request. However, there are
practical limits to the central storage and auxiliary storage needed to back the request.
Therefore, a limit is placed on the amount of usable virtual storage above the bar that an
address space can use at any one time.

Important: MEMLIMIT controls the amount of usable storage above the 2 GB line. Also,
there is an exit IEFUSI which does the same.
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3.21 Size and number notation

Symbol Power of 2 Decimal Value
Kilo (K) 2**10 1024
Mega (M) 2**20 1,048,576
Giga (G) 2"*30 1,073,741,824
Tera (T) 2**40 1,099,511,627,776
Peta (P) 2"*50 1,125,899,906,842,624
Exa (E) 260 | 1,152,921,504,606,846,976

Figure 3-21 Size and number notation

Size and number notation

The introduction of 64-bit virtual addresses presents a new order of magnitude of numbers,
so this section covers the names and raw sizes of these numbers.

The letters K, M, G, T, P, and E denote the multipliers 2**10, 2**20, 2**30, 2**40, 2**50, and
2**60, respectively. The letters are borrowed from the decimal system and stand for Kilo
(10**3), Mega (10**6), Giga (10**9), Tera (10**12), Peta (10**15), and Exa (10**18). Note
that Exa is 1 followed by 18 zeroes.

In z/Architecture, these multiplier letters do not have the decimal meaning but instead
represent the power of 2 closest to the corresponding power of 10. Figure 3-21 shows the
names and the decimal values of these multipliers.
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3.22 Segment tables and page tables in 31-bit addressing
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Figure 3-22 31-bit virtual address and dynamic address translation

Segment tables and page tables

Dynamic address translation (DAT) is the hardware in charge of translating a virtual address
during a storage reference into the corresponding real address, using translation tables
(segment tables and page tables) prepared by the z/OS component Real Storage
Management.

In order to make this translation easier, the virtual address space is partitioned into segments,
each one of 1 M addresses. Thus, each 2 G address space has 2048 segments. Each
segment has 256 4 K pages. Given a virtual address, DAT finds the following information
contained in the virtual address:

» Segment index (number of the segment), the first 11 bits of the address, up to: 2047 =
b‘111 1111 1111'= X'7FF’.

» Page index (number of the page in that segment), the next 8 bits, up to: 255 =b’1111
1111'= X'FF'.

» Byte index (displacement in the page), the last 12 bits, up to 4095 =b’111111111111’ =
XFFF

For more information about this topic, refer to “31-bit virtual address” on page 90.

The segment number is mapped with an entry into a segment table (one entry per segment),
with 2048 entries. Each entry is identified from 0 to 2047. The entry 0 refers to segment 0, the
entry 1 refers to segment 1, and so on.

ABCs of z/0S System Programming Volume 1



Each address space has one segment table. Each entry in a segment table points to a page
table that maps each page of a segment in into an entry table. The system uses a page table
with 256 entries.

Because each page is 4 K, each address space segment has 256 pages. Each entry
identifies each page in that segment. Thus, entry 0 refers to the first page of the segment,
entry 1 refers to the second page in the same segment, and so on. The page table entry has
the real address of the frame mapping the page—or an invalid bit, when this mapping does
not happen. This invalid bit causes a program interrupt known as a page fault. When a page
fault occurs, the contents of the page are in a auxiliary storage slot.

Each address space has its own segment tables and page tables. Each segment table entry
has a pointer to the correlated page table. There are pointers only for those page tables
having pages with getmained addresses. A page table is allocated when the first page on that
segment is allocated. There is a maximum of 2048 page tables.
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3.23 31-bit virtual address

31-bit Virtual Address
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Figure 3-23 Translating 31-bit virtual addresses

31-bit virtual address
A virtual address contains the following sections:

Bit 0: not used

Bit 1 - 11 identifies the segment number.

Bit 12 - 19 identifies the page number in that segment.

Bit 20 - 31 indicates the displacement of the data in that page.

vVvyyy

To translate a 31-bit virtual address (2 G) into a real address, DAT uses:

1. Bits 1 - 11 as an index in the segment table to find the entry that points to the page table
address of that segment

2. Bits 12 - 19 as an index in the page table entry that has the frame real address, or that has
the invalid bit turned on

3. Bits 20 - 31 as the displacement of the data from the beginning of the frame, to be added
to the frame real address in order to get the real address
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3.24 64-bit virtual address translation
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Figure 3-24 64-bit dynamic address translation

64-bit virtual address translation

In a 16 Exa address space with 64-bit virtual storage addressing, there are three additional
levels of translation tables, called region tables. They are known as the region third table
(R3T), the region second table (R2T), and the region first table (R1T). The region tables are
16 KB in length, and there are 2048 entries per table. Each region has 2 bytes.

Note the following points:

» When the first getmain is obtained above the bar, RSM creates the R3T. The R3T table
has 2048 segment table pointers, and it provides addressability to the low 4 T addresses.

» When virtual storage addresses greater than 4 T are getmained, an R2T is created. An
R2T has 2048 R3T table pointers, and it provides addressability to 8 P addresses.

» When virtual storage greater than 8 P is getmained, an R1T is created. The R1T has 2048
R2T table pointers, and it provides addressability to 16 EB.

Figure 3-24 illustrates the table hierarchy and sizes.

Segment and page table formats remain the same as for virtual addresses below the bar.
When translating a 64-bit virtual address, and after you have identified the corresponding 2 G
region entry that points to segment table, the process is the same as described previously.

RSM only creates the additional levels of region tables when it is necessary to back virtual
storage that is mapped. The region tables are not built until a translation exception occurs.
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For example, if an application requests 60 P of virtual storage, then the necessary R2T, R3T,
segment table, and page tables are only created if they are needed to back a referenced

page.

Up to five lookup tables may be needed by DAT to do translation, but the translation only
starts from the table that provides translation for the highest usable virtual address in the

address space.
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3.25 Translating a 64-bit virtual address
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Figure 3-25 Translating a virtual address

Translating a 64-bit virtual address
To translate a 64-bit virtual address into a real address, DAT uses:

» Bits 0 - 10 are the first region index into the R1T table.

» Bits 11 - 21 are the second region index into the R2T table.

» Bits 22 - 32 are the third region index into the R3T table.

» Bits 33 - 43 are the segment index into the segment table.

» Bits 44 - 51 are the page index into the page table

» Bits 52 - 63 indicate the data displacement into the page itself.

With 64-bit virtual addressing, there are now three more 11-bit region indexes to the three
region tables, as illustrated in Figure 3-25.

RSM only creates the additional levels of region tables when it is necessary to back storage
that is mapped.
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3.26 System initialization (IPL process)

1 Starting z/OS (IPL process)
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Figure 3-26 System initialization (IPL process)

System initialization
In order to tailor the system's storage parameters, you need a general understanding of the
system initialization (IPL) and storage initialization processes.

The system initialization process prepares the system control program (z/OS) and its
environment to do work for the installation. The process essentially consists of:

» System and storage initialization (virtual, real and auxiliary), including the creation of the
common area and the system component address spaces

» Master scheduler initialization and subsystem initialization

When the system is initialized and the job entry (JES) subsystem is active, the installation can
submit jobs and start other address spaces via the START, LOGON, or MOUNT commands.

Also, z/OS creates system component address spaces. z/OS establishes an address space
for the master scheduler (*MASTER* address space) and other system address spaces for
various subsystems and system components. Note that some z/OS components do not need
a specific address space. Some of the system component address spaces are:

» Program call/authorization for cross-memory communications
» System trace

» Gilobal resource serialization

» Dumping services
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3.27 z/OS address spaces
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Figure 3-27 System and subsystem address spaces in z/OS

z/OS address spaces

When you start z/OS, master scheduler initialization routines initialize system services such
as the system log and communications task, and start the master scheduler address space
(*MASTER?™). Each address space created has a a number associated to it, known as the
address space id (ASID). Because the master scheduler is the first address space created in
the system, it becomes address space number one (ASID=1). Other system address spaces
are then started during the initialization process of z/OS.

Next, subsystem address spaces are started. The master scheduler starts the job entry
subsystem (JES2 or JES3). JES is the primary job entry subsystem. Then other defined
subsystems are started. All subsystems are defined in SYS1.PARMLIB, member IEFSSNxx.
These subsystems are secondary subsystems. You can refer to “Subsystem definitions” on
page 96 for more information about these subsystems. Figure 3-27 shows four types of
address spaces:

System The system address spaces are started following initialization of the master
scheduler. These address spaces perform functions for all the other types of
address spaces that start in a z/OS system.

Subsystem  You cannot run z/OS without a primary job entry subsystem, either JES2 or
JES3. SMS is also a subsystem.

TSO logon These address spaces start when a user issues a logon to TSO/E. Each TSO
user executes in a separate address space.

Batch job These address spaces run Initiator code that is in charge of allocating
resources to a JCL stream that is passed to JES.
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3.28 Subsystem definitions

96

SYS1.PARMLIB: [EFSSNxx

SUBSYS SUBNAME (subname)
[ CONSNAME (consname) ]
[INITRTN (initrtn)
[INITPARM (initparm) ] ]
[PRIMARY ({NO|YES})
[START ({YES|NO}) 11

SUBSYS SUBNAME(JES2) PRIMARY/(YES)

SUBSYS SUBNAME(SMS) INITRTN(IGDSSIIN)
INITPARM(ID=60,PROMPT=YES")

SYS1.PARMLIB: [EASYSxx SSN=xx

Figure 3-28 Subsystem definitions in SYS1.PARMLIB

Subsystem definitions

A subsystem is a service provider that performs one function or many functions, but does
nothing until it is requested. Although the term “subsystem” is used in other ways, in this book
a subsystem must be the master subsystem or be defined to MVS using the EFSSNxx
parmlib member. You can use either the keyword format or positional format of the IEFSSNxx
parmlib member. IBM recommends that you use the keyword format, which allows you to
define and dynamically manage your subsystems.

Subsystem initialization is the process of readying a subsystem for use in the system. The
IEFSSNxx members of SYS1.PARMLIB contain the definitions for the primary subsystems
(such as JES2 or JES3) and the secondary subsystems (such as SMS, CICS, DB2, and so
on). For detailed information about the data contained in IEFSSNxx members for secondary
systems, refer to the installation manual for the specific subsystem.

IEFSSNxx allows you to specify the following:

» The subsystem initialization routine to be given control during master scheduler
initialization

» The input parameter string to be passed to the subsystem initialization routine

» A primary subsystem name and whether you want it started automatically
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The order in which the subsystems are initialized depends on the order in which they are
defined in the IEFSSNxx parmlib member on the SSN parameter. Unless you are starting the
storage management subsystem (SMS), start the primary subsystem (JES) first.

Note: The storage management subsystem (SMS) is the only subsystem that can be
defined before the primary subsystem.

Some subsystems require the services of the primary subsystem in their initialization
routines. Problems can occur if subsystems that use the subsystem affinity service in their
initialization routines are initialized before the primary subsystem. If you are starting SMS,
specify its record before you specify the primary subsystem record.

Note: In general, it is good practice to make the subsystem name the same as the name of
the member of SYS1.PROCLIB used to start the subsystem. If the name does not match,
you may receive error messages when you start the subsystem.

The SSN parameter in IEASYSxx identifies the IEFSSNxx member that the system is to use
to initialize the subsystems, as follows:

SSN= {aa }
{(aa,bb,...) }

The two-character identifier, represented by aa (or bb, and so on), is appended to IEFSSN to
identify IEFSSNxx members of Parmlib. If the SSN parameter is not specified, the system
uses the IEFSSNOO Parmlib member.

The order in which the subsystems are defined on the SSN parameter is the order in which
they are initialized. For example, a specification of SSN=(13,Z5) would cause those
subsystems defined in the IEFSSN13 Parmlib member to be initialized first, followed by those
subsystems defined in the IEFSSNZ5 Parmlib member.

Note: If you specify duplicate subsystem names in IEFSSNxx parmlib members, the
system issues message IEFJ003I to the SYSLOG, the master console, and consoles that
monitor routing code 10 messages.
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3.29 Multiprogramming and multiprocessing
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Figure 3-29 Multiprogramming and multiprocessing

Concept of a task in z/0S

To illustrate the concept of a fask, imagine that you go to the movies: that is a task. And in
order to complete that task, you drive a car along a street. Expanding the concept to z/OS,
imagine that a credit card transaction arrives in z/OS through an end-user request. In this
case, the processing of the transaction is the task. To complete that task, zZOS makes the
processor execute several programs. In this analogy, processing the transaction is like going
to the movies, programs are like streets, and processors are like cars.

Only one processor at a time can execute the same task. However, several processors
executing different tasks can execute the same program (just as people driving different cars
going to different places can share the same street).

Multiprogramming

Multiprogramming means that many tasks can be in a system at the same time, with each
task running programs in its own address space (or sometimes in the same address space).
In a single processor system (like a city with only one car), only one of these tasks can be
active at a time.

However, the active task can lose control of the processor at any time (for example, because
of 1/0 requests that place the task in a wait state, meaning it is not a candidate to get the
processor). The operating system then selects which task should get control next, based in a
number called dispatching priority.
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Multiprocessing

Multiprocessing is a logical expansion of multiprogramming. Multiprocessing refers to the
execution of more than one task simultaneously on more than one processor (which is like a
city with several cars). All processors operate under a single copy of the operating system
and share the same memory.

Keep the following points in mind:

» Each processor has a current Program Status Word (PSW), its own set of registers, and
assigned storage locations.

» When a single processor shares central storage with other processors, then all of them
are controlled by a single operating system copy. This is called a tightly coupled
multiprocessing complex.

» When a single processor shares a common workload with others, but does not share
central storage, this is called a loosely coupled multiprocessing complex.
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3.30 Program compile, link-edit, and execution
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Figure 3-30 Executing a program after compiling and link-editing

Program compile, link-edit, and execution

A z/OS system may appear to be one big block of code that drives your processor. Actually,
z/0OS is a complex system comprised of many different smaller blocks of code. Each of those
smaller blocks of code perform a specific (specialized) function within the system.

Each module of symbolic language code is first assembled or compiled by one of the
language translators or the assembler. The input to a language translator is a source module.
The output from a language translator is an object module, made of control sections
(CSECTSs).

The Binder is a z/OS processing program that accepts object modules, control statements,
and options as input. It combines these object modules, according to the requirements
defined by the control statements and options, into a single output load module (executable
code) that can be stored in a partitioned data set (PDS or PDSE) program library and loaded
into storage for execution by the z/OS component program management loader. A load
module can also be an input to the Binder.

Each system function is composed of one or more load modules.This is also true for an
installation application. In a z/OS environment, a load module represents the basic unit of
machine-readable executable code. Load modules are created by combining one or more
object modules and processing them with a link-edit utility. The link-editing of modules is a
process that resolves external references and addresses. The functions on your system,
therefore, are one or more object modules that have been combined and link-edited.
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3.31 Library Lookaside (LLA)
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Figure 3-31 Library Lookaside

Library Lookaside (LLA)

LLA is a z/OS function that improves system performance by reducing the amount of I/0O
needed to locate and fetch load modules from DASD storage (PDS data sets). A PDS is
stored only on a direct access storage device. It is divided into sequentially organized
members, each described by one or more directory entries. Each member has a unique
name, 1 to 8 characters long, stored in a directory that is part of the data set. The records of a
given member are written or retrieved sequentially.

The main advantage of using a PDS is that, without searching the entire data set, you can
retrieve any individual member after the data set is opened. For example, in a program library
that is always a PDS, each member is a separate program or subroutine. The individual
members can be added or deleted as required. When a member is deleted, the member
name is removed from the directory, but the space used by the member cannot be reused
until the data set is reorganized; that is, compressed using the IEBCOPY utility.

LLA services run in an LLA address space, which is a started task. They improve module
fetch performance in the following ways:

» LLA maintains, in an LLA address space, copies of the PDS directories. To fetch a
module, the system first searches the directory for the load module location in the PDS
data set. The system can quickly search the LLA copy of a directory in virtual storage
instead of using costly 1/0 to search the directories on DASD.

» LLA places copies (staging) of selected load modules in a Virtual Lookaside Facility (VLF)
data space (when the LLA class is defined to VLF). VLF is another z/OS component in
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charge of keeping load modules and specific data in virtual storage, to avoid I/0
operations; refer to “Virtual Lookaside Facility (VLF)” on page 103. for more information
about this topic.

A data space is like an address space but it only contains data, not instructions. The
system can quickly fetch modules from virtual storage, rather than using slower I/O to
fetch the modules from DASD.

» LLA determines which modules, if staged, would provide the most benefit to module fetch
performance. LLA evaluates modules as candidates for staging based on statistics LLA
collects about the members of the PDS data sets it manages, such as module size, fetch
count, and the time required to fetch a particular module.

The benefits of LLA apply only to load modules that are retrieved through the system
functions LINK, LOAD, ATTACH, XCTL, and XCTL. Directory entries for the primary system
library (SYS1.LINKLIB), load modules libraries concatenated to it as declared in LNKLSTxx
member of SYS1.PARMLIB, and additional production libraries named in
SYS1.PARMLIB(CSVLLAXx) are read into the private area of the LLA AS during its
initialization. Subsequent searches for programs in these libraries begin with the directories in
LLA, and not in the directories on DASD.

You obtain the most benefit from LLA when you have both LLA and VLF functioning together.

This can be achieved by defining the LLA class to VLF and starting VLF, so the most active
modules from LLA-managed libraries are staged into the DCSVLLA VLF data space.
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3.32 Virtual Lookaside Facility (VLF)
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Figure 3-32 Virtual Lookaside Facility (VLF)

Virtual Lookaside Facility (VLF)

VLF is a z/0S component that improves the response time of applications that must retrieve a
set of objects (data or code for many users). VLF creates and manages a data space to store
an application's most frequently used objects. When the application makes a request for an
object, VLF checks its data space to see if it is there. If the object is present, VLF can rapidly
retrieve it without requesting I/O to DASD.

To take advantage of VLF, an application must identify the objects it needs. Objects should
be small to moderate in size, named according to the VLF naming convention, and
associated with an installation-defined class of objects.

z/OS components and products such as LLA (load modules), TSO/E (REXX/CLIST
procedures), CAS (user catalog entries), and RACF (RACF database entries) use VLF as an
alternate way to access their objects. Because VLF uses virtual storage for its data spaces,
there are central storage performance considerations that each installation must weigh when
planning for VLF.

Note: VLF is intended for use with major applications. Because VLF runs as a started task
that the operator can stop or cancel, it cannot take the place of any existing means of
accessing data on DASD.

Any application that uses VLF must also be able to run without it.
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3.33 Memory hierarchy
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Figure 3-33 Memory hierarchy

Memory hierarchy

The memory hierarchy shown in Figure 3-33 illustrates the different layers of memory along a
computational process. The higher the layer of memory, then the faster, more expensive, and
smaller it is. The top layers are directly accessed by the processor.

The problem is how to distribute data and programs across memory, with regard to their
importance to the business and their frequency of use. There are several considerations to
keep in mind:

» Which data (and programs) need to migrate to a lower layer when the occupied layer is full
or close to full? In this case there are two algorithms can be used:

— A least recently used (LRU) algorithm keeps the most referenced data or programs in
storage. This assumes, for commercial processing that, if data or code was referenced
in the past, it will likely be referenced in the future, as well. LRU is very good for
random access, such as in an online environment.

— A sequential algorithm is used for sequential access. After data is accessed in a high
layer (such as central storage), it can be demoted to the DASD cache because there
are no chances for a revisit.

» What to do with data that was updated in a volatile layer? In this case, there are also two
algorithms that can be used:

— Store-in, where the updated data is kept in the volatile layer (central storage, for
example) without being copied to the non-volatile lower layer (the DASD cache, for
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example). This algorithm favors performance but demands a log to keep write integrity.
Examples of store-in include the L2 cache and the DB2 buffer pool in virtual storage
(central storage).

— Store-through, where the updated data is immediately (synchronously) copied to the
volatile lower layer (generally demanding an I/O operation to the DASD cache). This
algorithm favors write integrity, but does not help performance. Examples of
store-through include the L1 cache and the VSAM buffer pool in virtual storage (central
storage).

» How can integrity problems be solved when the lower layers are shared between different
copies of z/OS systems? Such data sharing helps continuous availability (24/7), but a
Coupling Facility is needed.
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TSO/E, ISPF, JCL, and SDSF

This chapter describes how to use the basic products that a system programmer needs to
install and customize a z/OS operating system. The following topics are covered:

» Time Sharing Option/Extensions (TSO/E)

» Interactive System Productivity Facility and Program Development Facility (ISPF/PDF)
» Job Control Language (JCL)

» Spool Display and Search Facility (SDSF)
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4.1 z/OS facilities for system programmers
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1 Time Sharing Option/Extended - (TSO/E)

1 Interactive System Productivity Facility - (ISPF)

1 Job Control Language - (JCL)

1 Spool Display and Search Facility - (SDSF)

Figure 4-1 z/OS facilities for system programmers

z/0S facilities for system programmers
As a system programmer, you should be familiar with the basic tools used in your daily job.
These tools and their uses are as follows:

» TSO/E and ISPF are used to:

Install and customize z/OS and other products

Communicate interactively with the operating system

Define and maintain user definitions

Create data sets and JCL, and submit jobs

Communicate with other TSO/E users

Develop and maintain programs in languages such as assembler, COBOL, FORTRAN,
Pascal, C, C++, JAVA, PL/I, REXX, CLIST, and so on.

Manipulate data

» JCL enables you to submit jobs and allocate resources.
» SDSF is used to:

Monitor

¢ JOBs waiting for execution

¢ Qutput waiting to be printed

e System resources used by JOBs

e System resources available for utilization
Control

* System resources like printers

e JOB priority and class

e JOB output priority and class
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4.2 TSO/E

Figure 4-2 TSO/E

TSO/E

TSO/E is a base element of z/OS, as it was with OS/390 and the MVS systems. TSO/E allows
users to interactively share computer time and resources. In general, TSO/E makes it easier
for people with all levels of experience to interact with the MVS system.

TSO/E has undergone continuous enhancements during its life, and it has became the
primary user interface to the OS/390 system and, now, to the z/OS system.

TSO/E provides programming services that you can use in system or application programs.
These services consist of programs, macros, and CLISTs. TSO/E services support a wide
range of functions that are useful in writing system programs as well as application programs
that exploit the full-screen capabilities of TSO/E.

CLISTs, REXX execs, servers, and command processors are specific types of programs that
you can write to run in the TSO/E environment.

TSO/E users

TSO/E offers advantages to a wide range of computer users, including system programmers,
application programmers, information center administrators, information center users, TSO/E
administrators, and others who access applications that run under TSO/E. This book
describes the major tasks that each of these users can perform using TSO/E.
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4.3 TSO/E highlights
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Figure 4-3 Key features of z/0S TSO/E

TSOI/E highlights
Some highlights of TSO/E are:

» The Session Manager

The TSO/E Session Manager is an interface to line mode TSO/E. It saves the commands
that you enter and the responses that you receive and allows you to re-display or print
them. You can correct or change a command that is displayed on the screen without
having to retype the entire command. By allowing you to re-display, change, and reuse
your input, the Session Manager makes TSO/E easier to use.

Commands

TSO/E provides numerous commands for both end users and programmers that allow
them to interact with TSO/E and the MVS system. The ALLOCATE, FREE, and EDIT
commands are examples of commands that allow users to manage their data sets. The
TEST and TESTAUTH commands let programmers test assembler language programs,
including command processors, APPC/MVS transaction programs, and other programs
written in assembler language. The CONSOLE command lets users with CONSOLE command
authority perform MVS operator activities from a TSO/E session.

» Online help

Terminal users can obtain online help for most TSO/E commands. Information Center
Facility users can obtain help for each panel and message. TSO/E Enhanced
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Connectivity Facility users can also obtain online help for terminal messages. Installations
can also provide online help information to users in different languages.

Data and notice handling

TSO/E simplifies the way in which data and notices are sent and received. For example,
the TRANSMIT and RECEIVE commands let users send data and messages to other users in
a network. The broadcast data set or individual user logs contain messages that either
the system or another user sends using the SEND command. In addition, a recovery
routine prevents broken mail chains that could occur when message handling is
interrupted. Notices are also handled more efficiently during logon processing. TSO/E
keeps a copy of notices in storage, thereby reducing the I/O operations needed to inform
users of waiting messages when they log on.

Logon processing

TSO/E provides a full-screen logon panel that makes the logon process easier by:
— Saving user attributes from one session to the next

— Allowing program function keys to be used during logon

— Allowing users to enter commands during logon

— Explaining the error when incorrect information is specified

The LOGON and ACCOUNT command processors allow users to request private areas of up to
2 gigabytes for each terminal session. Your installation can also customize the logon
panel and the logon help panel, and customize logon processing using different exits.

Language enablement

TSO/E allow installations to provide TSO/E messages and the TRANSMIT full-screen
panel to users in different languages. The TSO/E CONSOLE command also supports the
display of translated system messages issued during a console session.

The logon authorized pre-prompt exit and the PROFILE command support the specification
of languages to be used in displaying translated information. An installation can specify
help data sets for different languages in the IKITSOxx member of SYS1.PARMLIB.
Support for logon panels and their help text in different languages is also available.

The TSO/E REXX external function, SYSVAR provides support for new arguments that
REXX execs can use to obtain language information. Execs can use this information

together with the new SETLANG function to set the language in which REXX messages
are displayed.

Security

TSO/E provides several enhancements to support the use of security labels. Installations
can also control communication between users to protect the security classification of
information. For example, installations can control and audit the use of the SEND
command. LISTBC command processing enhancements let installations restrict users
from viewing messages for which they do not have the proper security.

CLIST language

The CLIST language is a high-level programming language that lets programmers issue
lists of TSO/E commands and JCL statements in combination with logical, arithmetic, and
string-handling functions provided by the language. The programs, called CLISTs, can
simplify routine user tasks, invoke programs written in other languages, and perform
complex programming functions by themselves.
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Restructured Extended Executor (REXX) language support

REXX is a high-level procedures language that enables inexperienced users as well as
experienced programmers to write structured programs called REXX execs. REXX execs
can be executed in any MVS address space (both TSO/E and non-TSO/E). TSO/E also
allows users to write APPC/MVS transaction programs in the REXX language.

Installations can acquire IBM Compiler and Library for REXX/370 (licensed program
number 5695-013) or a functionally equivalent compiler. A compiled REXX exec executes
more efficiently because the exec does not need to be interpreted at run time.

» The TSO/E service facility

The TSO/E service facility lets TSO/E users execute authorized or unauthorized
programs, TSO/E commands, or CLISTs from an unauthorized environment, while
maintaining system integrity.

» TSO Command Package

The TSO Command Package provides functions that help to improve productivity. The
functions included are:

— Support for running terminal sessions as batch jobs
— Automatic saving of data
— Accounting facility

— Defaults for the user-attribute data set

» The Information Center Facility

The Information Center Facility eases users into the data processing environment by
providing a series of conversational panels. These panels eliminate numerous
command-driven interactions between the user and the system. Information Center
Facility provides panels that enable an administrator to maintain the facility, enroll users,
and add, modify, and delete products.

» The Enhanced Connectivity Facility

The Enhanced Connectivity Facility (ECF) allows you to customize the way in which host
server programs and PC requester programs communicate. IBM products or
customer-written programs can supply the services.

The user can access MVS host services from a PC using IBM System/370-to-IBM
Personal Computer ECF. This allows a DOS/PC user to interact with MVS or VM/SP
systems using PC commands.

» Support for z/OS UNIX

Installations can use the functions provided by the TSO/E ALLOCATE and FREE commands
to manipulate z/OS UNIX files.
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4.4 TSO/E customization

1 Define TSO/E to VTAM or TCAM

1 Define the users allowed to log on to TSO/E

1 Create TSO/E logon procedure for users

Figure 4-4 TSO/E required customization

TSO/E customization
TSO/E allows users to interactively work with the MVS system. After the required
customization, users are able to log on and issue commands from TSO/E.

Each user is defined to TSO/E by storing its user ID, logon procedure name, and the TSO/E
resources which it has authority to use. This can be done in either of two ways:

» User Attribute Data Set (UADS), using the ACCOUNT command

» RACF database

When RACEF is installed, it can be used to control access to the system and store information
about each TSO/E user. The RACF database contains profiles for every entity (user, data set,

or group) defined to RACF. For more information about RACF, see z/OS Security Server
RACF System Programmer's Guide, SA22-7681.

Customization of the TSO/E environment generally refers to making a TSO/E facility available
or changing default values that affect TSO/E. You can customize:

» VTAM: You can change VTAM session protocols, provide substitute characters for
unavailable keyboard characters, and override the default values used to start VTAM.

» TCAM: You can override the default values used to start TCAM.

» Logon limits: You can limit and manage the maximum number of concurrent logons, the
user’s region size, and user access to applications.
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Note: In z/OS.e, the number of concurrent TSO/E sessions is limited to eight.

» The logon/logoff process: You can change how often the system displays the logon
proceeding message, limit the number of attempts a user can make at entering
information in response to logon prompts, tailor the reconnect option, and suppress
messages that are generated during the execution of the logon job. You can also review
factors that affect logon performance, such as using STEPLIBs in logon JCL, and you can
write exits to further customize the logon/logoff process. Your installation can use security
labels (SECLABEL) if the proper products are installed.

» ISPF/PDF and others products: You can make ISPF/PDF and others products that run in
the TSO environment available to TSO/E users.

» Authorized commands and programs: You can select which authorized commands and
programs users can use.

» Command/program invocation platform support: You can invoke TSO/E commands and
programs on the command/program invocation platform. Both authorized and
unauthorized commands and programs are supported.

» Command availability in the background: You can make specific commands unavailable for
use in the background.

» TRANSMIT and RECEIVE availability: You can make the TRANSMIT and RECEIVE
commands available.

» HELP data set usage: You can customize the use of HELP data set members.

» Host services availability: You can make host services available to personal computer
(PC) users.

» Language support: You can provide information to users in their national language.

For more details about customization, refer to z/0S TSO/E Customization, SA22-7783.
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4.5 TSO/E: TCAS start procedure

//TSO PROC MBR=TSOKEYO0O0

//* LIB: CPAC.PROCLIB (TSO)

//* DOC: THIS IS THE CATALOGED PROCEDURE USED

//* FOR STARTING TSO/VTAM TIME SHARING. THE

//* TERMINAL CONTROL ADDRESS SPACE (TCAS) MUST

//* BE ACTIVE WHEN RUNNING TSO/VTAM TIME SHARING.
//*

//* NOTE: THE PARMLIB DD STATEMENT IDENTIFIES THE PARMLIB
//* DATA SET AND MEMBER THAT CONTAINS TSO/VTAM TIME
//* SHARING PARAMETERS. THE MEMBER MAY EITHER BE
//* SPECIFIED ON THE START COMMAND OR DEFAULTED TO
//* TSOKEYO0O0.

//*

//* THE PRINTOUT DD STATEMENT IDENTIFIES WHERE THE
//* TIME SHARING PARAMETERS THAT ARE USED SHOULD BE
//* LISTED.

//*

//* FREE=CLOSE IS CODED SO THAT THE DATA SETS ASSOCIATED
//* WITH BOTH THE PARMLIB AND PRINTOUT DD STATEMENTS
//* WILL BE DEALLOCATED WHEN THE DATA SETS ARE CLOSED.
/1%

//STEP1 EXEC PGM=IKTCASO00,TIME=1440

//PARMLIB DD DSN=CPAC.PARMLIB (&MBR) ,DISP=SHR,FREE=CLOSE
//PRINTOUT DD SYSOUT=*, FREE=CLOSE

//*

Figure 4-5 TSO/E: TCAS start procedure

TSO/E: TCAS start procedure

Before a user can log on to TSO/E, both VTAM and the terminal control address space
(TCAS) must be active in the system. The system operator enters the START command to start
VTAM.

Once VTAM has been started, the system operator enters the START command to start TSO/E
and activate TCAS. TCAS accepts logons from TSO/VTAM users and creates an address
space for each user.

The TCAS (TSO) start procedure is usually stored at SYS1.PROCLIB. In the start procedure
you specify the TSOKEYxx SYS1.PARMLIB member that contains the parameters to be used
by TCAS to control the time-sharing buffers, maximum number of users, and other
operational variables, as pointed by the PARMLIB DD card of the start procedure. If the
PARMLIB DD card is not coded in the procedure, SYS1.PARMLIB is used.

When a user logs on, the VTAM terminal I/O coordinator (VTIOC) is initialized. VTIOC
controls the movement of data between TSO/E and VTAM. The Parmlib member TSOKEYO00
or an installation-defined alternate member contains parameters that are used during VTIOC
initialization. If a member other than TSOKEY00 is used, the operator must include the
member name either on the START command or in the procedure that the START command
invokes. For a description of TSOKEYO00, see z/0OS MVS Initialization and Tuning Reference,
SA22-7592.
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4.6 TSO/E logon procedure
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//* SERVERPAC LOGON PROCEDURE

//*

//* THIS PROCEDURE ENABLES USERS TO LOG ON TO TSO/E.
//* THE CLIST ISPPDF, WHICH RESIDES IN CPAC.CMDPROC,
//* 1S EXECUTED AT FIRST TO INVOKE THE ISPF.

//IKJACCNT PROC

//IKJACCNT EXEC PGM=IKJEFTOl,DYNAMNBR=500, PARM=ISPPDF
//SYSPROC DD DISP=SHR,DSN=CPAC.CMDPROC

//SYSHELP DD DISP=SHR,DSN=SYS1l.HELP

// DD DISP=SHR,DSN=SYS1.SASFPHLP
// DD DISP=SHR,DSN=ISF.SISFHELP
// DD DISP=SHR,DSN=REXX.V1R3MO.SEAGHENU
// DD DISP=SHR,DSN=REXX.V1R3MO.SFANHENU
// DD DISP=SHR,DSN=SYS1l.SBDTHELP
// DD DISP=SHR,DSN=SYS1.HELPENP
// DD DISP=SHR,DSN=ISP.SISPHELP

//SYSLBC DD DISP=SHR,DSN=SYS1.BRODCAST
//SYSPRINT DD TERM=TS, SYSOUT=*

//SYSTERM DD TERM=TS,SYSOUT=*

//SYSIN DD TERM=TS

//*

Figure 4-6 TSO/E logon procedure

TSO/E logon procedure

A TSO/E logon procedure contains JCL statements that execute the required program and
allocate the required data sets to enable a user to acquire the resources needed to use
TSO/E. To log on to TSO/E, a user must have access to at least one logon procedure.

The logon procedure is usually located in data set SYS1.PROCLIB or another library
identified in the PROCxx concatenation in the JES2 startup procedure, or in the IATPLBxx DD
statement in the JES3 startup procedure. TSO/E provides a logon procedure in
SYS1.PROCLIB called IKJACCNT for system programmers to access the system, for
example, during the initial installation or if there are problems with the RACF database.
Figure 4-6 shows a sample logon procedure. The statements specify:

PGM=IKJEFTO1 Identifies the program to be executed. IKJEFTO1 is the
TSO/E-supplied Terminal Monitor Program (TMP) that provides an
interface between the user command processors and the TSO/E
control program. It obtains commands, gives control to command
processors, and monitors their execution. This program can also be
executed in the background by submitting JCL. Instead of the
IKJEFTO1 program, an installation can use the Session Manager
program (ADFMDFO03) or its own terminal monitor program.

PARM You can pass to IKIEFT01 a command, CLIST, REXX, or a program to
be interpreted as the first line of input from the terminal after the user
has logged on. In the example, it executes a CLIST or a REXX named
BRDCST.
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DYNAMNBR

SYSIN
SYSPRINT

Defines the number of data sets that can be dynamically allocated at
the same time. A constant of 2 is always added to the DYNAMNBR
value you specify. It allows data sets to be more quickly reallocated
because control blocks for data sets remain in storage, even after the
data sets have been de-allocated. You should choose the value for
DYNAMNBR carefully. The value should be large enough that it is not
readily exceeded by the number of dynamic allocation requests made
during the user's session. However, the larger the value you specify for
DYNAMNBR the more virtual storage is used. The actual amount of
virtual storage depends on the number of data sets the user allocates
and de-allocates in a session. The value cannot exceed the number of
concurrently allocated resources specified in the SYS1.PARMLIB
member ALLOCxx, parameter TIOT SIZE. For details, refer to zZ0S
MVS Initialization and Tuning Reference, SA22-7592.

Specifies that SYSIN is the user's terminal.
Specifies that SYSPRINT is to be directed to the user's terminal.

Additional data sets can be allocated dynamically during the user's session or can be defined
in the logon procedure. The following DD statements have special meaning and can be
included in the logon procedure:

SYSPROC

SYSEXEC

Defines the current REXX exec or CLIST library to be searched when
the user uses the implicit form of the EXEC command. Figure 4-6 shows
the explicit form of the EXEC command and the library name is
specified in the command. The implicit form would be BRDCST.

Defines the current REXX exec library concatenation to the EXEC
command when users use the implicit form of the command. By
default, the system searches SYSEXEC first, followed by SYSPROC.

The data sets described in SYSPROC and SYSEXEC DD statements must be partitioned,
and have a record format of V, VB, F, or FB. You can allocate them dynamically using the
ALLOCATE command and activate them with the ALTLIB command.
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4.7 TSO/E logon process in a VTAM environment

118

Logon TSO user00

VTAM USEROO
AS AS

TCAS JES MASTER
AS — AS — AS

Figure 4-7 TSOJE logon process in a VTAM environment

TSO/E logon process in a VTAM environment
In a VTAM environment, when a user enters a LOGON command to the TSO applid:

1. VTAM receives the command and passes it to the TCAS address space.

2. If the maximum number of users logged on in the system is reached, the logon is rejected;
if not, and the user ID was not specified, TCAS prompts for the user ID.

3. Once the user ID is specified, TCAS verifies that the user has authority to use TSO/E.
Depending on the installation customization, a full-screen logon panel is shown to the
user. Figure 4-8 on page 119 shows the panel displayed when the user is RACF defined.
The values shown in the fields PROCEDURE, ACCT NMBR, SIZE, and COMMAND are
the same the user entered for the previous TSO/E session. If this is the first session, they
are the default values. The command entered in the COMMAND field is executed after
any command entered in the PARM field on the EXEC statement of the logon procedure.

4. After the Enter key is pressed, TSO/E verifies the values entered, then the user ID and the
logon procedure name is passed to JES. The JCL is interpreted and converted. The
MASTER creates the user address space and the resources specified in the JCL are
allocated.

5. The user receives a screen with the READY prompt at the left top corner of the screen.
This is called line-mode TSO/E. Now TSO/E is ready to accept commands, and user
interfaces such as ISPF or SDSF can be called.
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4.8 TSO/E full-screen logon panel

Enter LOGON parameters below: RACF LOGON parameters:
Userid ===> MIRIAM

Password ===> New Password ===>
Procedure ===> IKJACCNT Group Ident ===>

Acct Nmbr ===> ACCNTH

Size === 860000
Perform ===
Command ===> ISPPDF

Enter an 'S’ before each option desired below:
-Nomail -Nonotice -Reconnect -0IDcard

PF1/PF13 ==> Help PF3/PF15 ==> Logoff PR1 ==> Attention PA2 ==> Reshow
You may request specific help information by entering a '?’' in any entry field

Figure 4-8 TSOJ/E full-screen logon panel

TSO/E full-screen logon panel
To log on to TSO/E, type LOGON yourid and press the Enter key.

After you log on, a screen similar to the one shown in Figure 4-8, which is known as a panel,
is displayed. A panel is a predefined display image that fills your screen. Notice that your
user ID appears in uppercase letters to the right of the Userid arrow, and that other
information required by your installation appears in uppercase letters to the right of other
arrows. The computer generally re-displays information in uppercase regardless of how you
typed it. The area to the right of an arrow is called an input field. You can type information
only in input fields. If you type anywhere else on the screen, the keyboard locks. To unlock
the keyboard, press the Reset key.

In the Password input field, you must enter the password that your administrator gave you.
The characters do not appear on the screen when you enter your password. Suppressing the
password in this way prevents others from seeing it as you type it.

Optionally, you can also supply a new password (if you want to change it); a logon procedure
if you do not want to use the installation default;, an account number if required by the
installation; a RACF group; a identification (that you are connected to); the region size if you
need more than the installation default; and the first command to be executed after your
userid is logged on. Figure 4-8 shows that a command ISPPDF was specified. In this example,
ISPPDF is an installation CLIST that allocates the required data sets and calls ISPF. In such
cases, instead of entering TSO/E in line-mode, the user would receive the ISPF Primary
Menu panel and would be in full-screen mode.
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4.9 TSO/E line-mode

120

READY

| ‘\\\
TSO is ready to accept commands

Cursor, where you start issue commands

READY
time
TIME-11:42:11 AM. CPU-00:00:00 SERVICE-788 SESSION-00:25:25 JULY 21,2003 <::>

READY
i (3)

1 - You enter a command
2 - TSO displays the command output and
3 - TSO is ready to accept new commands

Figure 4-9 TSO/E line-mode

TSO/E line-mode

When you do not enter a command name in the panel shown in Figure 4-8, you enter TSO/E
in line-mode. When you log on, you receive the screen shown in Figure 4-9. The word READY
in the corner indicates that TSO is ready to accept your commands.

In TSO/E line-mode you type TSO/E commands one line at a time. It is a quick and direct way
to use TSO/E and was the way programmers originally used to communicated interactively
with the z/OS operating system.

You probably will not use TSO/E in line-mode. The user interface provided by ISPF is a more
friendly way to work with TSO/E. In the following sections we present some hints to help you
when you are using TSO/E and ISPF.

For more information, refer to zZ0OS TSO/E Primer, SA22-7787, and z/OS TSO/E User's
Guide, SA22-7794.

Interrupting a TSO/E function

The Attention Interrupt key allows you to interrupt or end a process that is taking place. If you
are in a process and you want to stop or see a message requesting information you do not
have, you can press the Attention Interrupt key to end the process.

The Attention Interrupt key often is labeled PA1l. Sometimes it is called an escape key and is
labeled Esc.
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4.10 Using TSO/E as batch job

//MIRIAM2 JOB 19,MIRIAM,NOTIFY=&SYSUID,MSGCLASS=T,
// MSGLEVEL=(1,1) ,CLASS=A

[/ *—————— - *
//* THIS IS A SAMPLE TSO BATCH JCL *
A e *

//STEP1  EXEC PGM=IKJEFTO1

//SYSPROC DD DSN=SYS1.0S390.CLIST,DISP=SHR
—/[SYSTSIN DD | *

DELETE 'MY.DATASET'

PROFILE
/*
/ [SYSTSPRT DD| SYSOUT=*

DD name for command output

DD name where you put the TSO commands

Figure 4-10 TSO/E batch

Using TSO/E as batch job

Instead of waiting at a terminal for your job to run, you can use the terminal to prepare a job
containing the commands and data you would have entered at the terminal, then use the
SUBMIT command to run the job. In this case, you are using the facilities of TSO/E exactly as if
you submitted the commands individually at the terminal. You need the following JCL
statements to submit your job:

» A JOB statement to identify your job

» An EXEC statement with the name of the TSO/E terminal monitor program (IKJEFTO1,
IKJEFT1A, or IKIEFT1B)

» At least, the following ddnames:

a. SYSTSPRT, which is used to control the output for your job. You can specify this DD
as SYSOUT.

b. SYSTSIN, which is used as input for your TSO/E commands. It can be in stream (use a
/* to indicate the end of the stream).

» The DDNAMEs required by the application you intend to run.
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4.11 TSO/E Profile command

122

READY
profile

CHAR(0) LINE (0) PROMPT INTERCOM NOPAUSE NOMSGID MODE WTPMSG NORECO
VER PREFIX (MIRIAM) PLANGUAGE (ENU) SLANGUAGE (ENU)

DEFAULT LINE/CHARACTER DELETE CHARACTERS IN EFFECT FOR THIS TERMINA%::)

READY
delete old.dataset.samplel

ENTRY (A) MIRIAM.OLD.DATASET.SAMPLEL DELETED(::)

READY

profile noprefix@
READY

profile

CHAR (0) LINE (B PROMPT INTERCOM NOPAUSE NOMSGID MODE WTPMSG NORECO
VER NOPREFIX 6 PLANGUAGE (ENU) SLANGUAGE (ENU)

DEFAULT LINE/CHARACTER DELETE CHARACTERS IN EFFECT FOR THIS TERMINAL

READY

delete old.dataset.sample2
ENTRY (A) OLD.DATASET.SAMPLE2 DELETED @

READY
pro list @

IKJ56688I CHAR (O LINE (0) PROMPT INTERCOM NOPAUSE MSGID MODE WTPMS
G NORECOVER NOPREFIX PLANGUAGE (ENU) SLANGUAGE (ENU)

[ TKJ566891 |DEFAULT LINE/CHARACTER DELETE CHARACTERS IN EFFECT FOR THIS TERMINAL
READY
profile prefix (newpref) list
IKJ56688T CHAR(0) LINE(0) PROMPT  INTERCOM NOPAUSE MSGID  MODE WTPMS
G  NORECOVER PREFIX (NEWPREF) PLANGUAGE (ENU) SLANGUAGE (ENU)
IKJ56689I DEFAULT LINE/CHARACTER DELETE CHARACTERS IN EFFECT FOR THIS TERMINAL
READY

Figure 4-11  TSO/E PROFILE command

TSO/E Profile command

Under TSO/E you always have a TSO profile, which is kept from one session to another. The
way you issue the command to see your TSO profile depends on which environment you are
running in:

» In TSO/E line-mode environment, type PROFILE and press the Enter key.
» In ISPF/PDF environment, type TSO PROFILE in the command line.

To change the TSO profile, type the PROFILE command followed by its operands and values.
PROFILE can be shortened to PROF.

Figure 4-11 shows the command in line-mode. The command output is shown at 1. When you
use PREFIX in your TSO profile, all data sets you refer to, when not imbedded in single
quotes, are prefixed with your prefix, as shown at 2. To inactivate the prefix, enter the
command PROFILE NOPREFIX, as shown at 3. Now, you do not have to use quotes, but you
have to inform the complete data set name, as shown at 5; otherwise, you will receive an
error message or delete a wrong data set.

You can issue PROFILE MSGID to have all diagnostic messages you receive identified by their
IDs, as shown at 6.

You can add the LIST operand in your PROFILE command to list the new profile after the
change, as shown at 6.

For more information about the PROFILE command and its operands, refer to z/0S TSO/E
Command Reference, SA22-7782.
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4.12 TSO/E languages

] REXX 1 CLIST
IXREXX %/ ' PROC 0 DB
parse upper arg ax IF 408 = 0B THEN +

Address 'ISPEXEC'

"LIBDEF ISPPLIB DATASET ID('VAINI.U.PANELS')" CONTROL LIST SYMLIST CONLIST M3G PROMPT

ifro= 0 then do CONCATD F (SYSPROC) DA('DB2V710S.NEW. SDSNCLST') BEFORE
Address "T50" CONCATD F(ISPLLIB) DA('DSNTL0.PP.RUNLIB.LOAD') BEFORE
splat = " VAINT, U.CLIST” ISPEYEC SELECT CHD(DSNECPRI SSID(DB2S)) NEWAPPL(DSKE)
1 ap st 1= en , 1 1
AUTLIS ACT APPLLCLIST) D5 (“aplat” DECON F(ISPLLIB) A SK710, PP RUNLIELOR')
Addrese "ISPEYEC” DECON F(SYSPROC) DA('DB2Y7103.NEW, SDSNCLST')

"SELECT CMD(DR" ax ") NEWAPPL(DREQ) PASSLIB "
Address "TS0"
if aplst »= "" then ,
“ALTLIB DEACT APPL(CLIST)"
Address 'ISPEXEC'
"LIBDEF ISPPLIB "
end
else say "¥xx ERROR**¥ DR must be run under ISPF'
Exit 0

Figure 4-12 TSO/E languages

TSO/E languages
There are two languages available in the TSO/E environment: CLIST and REXX.

CLIST is an interpretative language that helps you to work more efficiently with TSO/E. It is a
command list language because the most basic CLISTs are lists of TSO/E commands. When
invoked, it issues the TSO/E commands in sequence. The CLIST language includes the
programming tools you need to write extensive, structured applications. CLISTs can perform
a number of complex tasks, from displaying a series of full-screen panels to managing
programs written in other languages.

The REstructured eXtended eXecutor (REXX) language is a programming language that is
extremely versatile. Aspects such as common programming structure, readability, and free
format make it a good language for beginners and general users. Yet because the REXX
language can be intermixed with commands to different host environments, provides powerful
functions, and has extensive mathematical capabilities, it is also suitable for more
experienced computer professionals. The TSO/E implementation of the REXX language
allows REXX execs to run in any MVS address space. You can write a REXX exec that
includes TSO/E services and run it in a TSO/E address space, or you can write an application
in REXX to run outside of a TSO/E address space.

CLIST and REXX can be used to customize and tailor your TSO/E environment specifically
for the applications you want to use. Figure 4-12 shows a sample CLIST procedure and a
REXX exec.
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4.13 Interactive System Productivity Facility (ISPF)

1 Time Sharing Option/Extended - (TSO/E)

— [_] Interactive System Productivity Facility - (ISPF)

1 Job Control Language - (JCL)

1 Spool Display and Search Facility - (SDSF)

Figure 4-13 Interactive System Productivity Facility (ISPF)

Interactive System Productivity Facility (ISPF)

The Interactive System Productivity Facility/Program Development Facility (ISPF/PDF) is a
set of panels that help you manage libraries of information on the MVS system. The libraries
are made up of units called data sets that can be stored and retrieved. You can have different
kinds of information in data sets. Some examples are:

» Source code
» Data such as inventory records, personnel files, or a series of numbers to be processed
» Load modules
ISPF can be used in many ways. Some examples are the following:
» Users can edit, browse and print data.
» Data processing administrators and system programmers can use ISPF to:
— Monitor and control program libraries
— Communicate with MVS through TSO commands, CLISTs, or REXX EXECs

» Programmers can use ISPF to develop a batch, interactive, or any other type of program
and its documentation.

» Terminal users can invoke a wide range of utilities like search, compare, compilers, and
so forth.

» Programmers can use ISPF services to develop dialogs.
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4.14 ISPF: Data set types supported

Sequential Data Set

Record 1
Record 2
Record 3
Record 4
etc ...

Directory~—_ Partitionated Data Set

SORTT /fCOPY

Wasted space Recoverable< == ]5;&0’ ] COMPJCL
by Compress Utility - =4

SORTA SORT1

.......... ]

. -~
Available space

Figure 4-14 ISPF and ISPF/PDF data set types supported

ISPF: Data set types supported

A data set is a collection of logically related data; it can be a source program, a library of
macros, or a file of data records used by a processing program. Data records are the basic
unit of information used by a processing program. ISPF supports the following data set types
for any ISPF options, such as Edit, Browse, and Delete:

» Sequential
» Partitioned (PDS) and Partitioned Extended (PDSE)

For VSAM data sets, ISPF supports creation, obtaining data set information, and deletion.
Browse and Update is supported by DITTO, an IBM licensed program installed under ISPF.

ISPF does not support the following:

v

Record format variable block spanned (VBS) data sets
Direct Access (DA) data sets

Tape data sets

Generation data group (GDG) base data sets

vyy

In a sequential data set, records are stored and retrieved in a sequential order.

A partitioned data set is like a collection of sequential data sets, called members, each one
having a name. A directory index is used to locate members in the partitioned data set. The
directory consists of 256-byte records, each one containing directory entries. There is one
directory entry for each member.
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4.15 ISPF: Data set and member naming conventions

1 Data Set Name Convention:
> Unique name
= Maximum 44 Characters
> Maximum of 22 name segments: level qualifier
= The first name in the left: High Level Qualifier (HLQ)
= The last name in the right: Low Level Qualifier (LLQ)
— Level qualifiers are separated by "'
> Each level qualifier:
— From 1 up to 8 characters
— The first must be alphabetical (A-Z) or national (@ # $)
— The 7 remaining: alphabetical, national, numeric (0-9) or
hyphen (-)
> Example: MYID.JCL.FILE2 HLQ: MYID 3 qualifiers
1 Member Name of Partitionated Data Set:
> 8 Bytes
> First byte: alphabetical (A-Z) or national (@ # $)
> The 7 remaining: alphabetical, national, numeric (0-9)

Figure 4-15 ISPF: Data set and member naming conventions

ISPF: Data set and member naming conventions
ISPF allows you to create data sets and member names that follow the ISPF naming
convention shown in Figure 4-15.

All data sets and member names created within ISPF are converted to uppercase. If you
create members outside of ISPF that do not meet these conventions, they are displayed in
ISPF member lists and can be selected from those lists. These member names can also be
specified for the Browse service, with the exception of member names containing lowercase
alphabetic characters. (ISPF converts the member name to uppercase before searching for
the member and therefore cannot process a lowercase member.) Member names not
meeting the ISPF naming convention are not supported for the other ISPF services. The
same applies to data sets.

ISPF has very useful online help and tutorial facilities (available while using ISPF). For
example, if you need help filling in the data requested by an ISPF utility, you can use the
tutorial to help you understand the data entry requirements for that utility. For information
about using the tutorial, see z/OS ISPF Dialog Developer's Guide, SC34-4821.
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4.16 ISPF components

1 Dialog Manager
> Functions

— REXX or CLIST
- Programs

> Panels

> Messages

> Tables

> Skeletons

> Dialog variables

1 PDF

1 SCLM

1 Client/Server - The Workstation Agent Component

Figure 4-16 ISPF components

ISPF components
ISPF consists of four major components as shown in Figure 4-16. These components are
considered one element in all releases of z/OS.

ISPF Dialog Manager (DM)

Dialog Manager provides services to dialogs and end-users. A dialog is the interaction
between a person and a computer. It helps a person who is using an interactive display
terminal to exchange information with a computer. The user starts an interactive application
through an interface that the system provides. The dialog with the user begins with the
computer displaying a panel and asking for user interaction. It ends when the task for which
the interactions were initiated is completed. Dialog Manager is composed of six elements:

» Functions: A function is a command procedure or a program that performs processing
requested by the user. It can invoke ISPF dialog services to display panels and
messages, build and maintain tables, generate output data sets, and control operational
modes. They can be written as:

— REXX or CLIST command procedures
— Programs

» Panel definitions: A panel definition is a programmed description of the panel. It defines
both the content and format of a panel. Most panels prompt the user for input. The user's
response can identify which path is to be taken through the dialog, as on a selection
panel. The response can be interpreted as data, as on a data-entry panel.

Chapter 4. TSO/E, ISPF, JCL, and SDSF 127



» Message definitions: Message definitions specify the format and text of messages to
users. A message can confirm that a user-requested action is in progress or completed, or
it can report an error in the user's input.

» Table: Tables are two-dimensional arrays that contain data and are created by dialog
processing. They can be created as a temporary data repository, or they can be retained
across sessions. A retained table can also be shared among several applications. The
type and amount of data stored in a table depends on the nature of the application. Not all
dialogs use tables.

» File tailoring skeletons: Skeletons work like a fill-in-the-blank exercise. They take dialog
variables and put them into a data set containing statements that control the output
format. The output data set can be used to drive other processes. File skeletons are
frequently used to produce job data sets for batch execution. Some dialogs can use this
kind of resource.

» Dialog variables: ISPF services use variables to communicate information among the
various elements of a dialog application. ISPF provides a group of services for variable
management. Variables can vary in length from zero to 32K bytes.

Program Development Facility (ISPF/PDF)

Program Development Facility provides View, Browse, Edit, and library access services that
can be combined in a dialog with any of the ISPF services. The library access services carry
out functions involving members of a programming library. These functions include adding,
finding, and deleting members, and displaying member lists.

Software Configuration Library Manager (SCLM)

Software Configuration Library Manager (SCLM) is a software tool that helps you develop
complex software applications. Throughout the development cycle, SCLM automatically
controls, maintains, and tracks all of the software components of the application. You can
lock the version being edited in a private library and then promote it. Use SCLM to create,
control, maintain, and track software components for a project. For more information about
SCLM, refer to z/OS ISPF Software Configuration Library Manager Reference, SC34-4818.

ISPF Client/Server - The Workstation Agent Component

The Workstation Agent Component enables you to run ISPF on a programmable workstation
and display the panels using the display function of your workstation operating system.
Manuals in the ISPF library refer to this as running in GUI mode. The ISPF WSA is supported
on the following platforms:

» 0S/2®

Microsoft® Windows
AIX®

HP-UX

Solaris™

vyvyyy

Connecting to a workstation for data access has a direct impact on your installation’s CPU
processing time. One reason for using the ISPF Client/Server function is to offload CPU
cycles from the host to a less expensive workstation. But even if that is not your goal, an
added benefit is that your users can use the connection for distributed editing. This means
that they can use their favorite editor to work with your data, whether that means using a host
editor on host and workstation files, or using a workstation editor on the same files. By
making the connection to the workstation, a user can edit workstation files on ISPF, or host
files on his workstation. The distributed edit function can be used in standard 3270 mode, or
in ISPF GUI mode.
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4.17 Sample CLIST to allocate ISPF and SDSF data sets

ALLOC FI (SYSEXEC) DS ('ISP.SISPEXEC' 'ISF.SISFEXEC') REUS SHR

ALLOC FI (SYSPROC) DS ('USER.CLISTS.DSN' 'ISP.SISPCLIB') REUS SHR

ALLOC FI(ISPPLIB) DS('ISP.SISPSENU' 'ISF.SISFPLIB') SHR

ALLOC FI(ISPMLIB) DS('ISP.SISPMENU' 'ISF.SISFMLIB') SHR

ALLOC FI (ISPSLIB) DS('ISP.SISPSENU' ) SHR REUS

ALLOC FI(ISPTLIB) DS('ISP.SISPTENU' 'ISF.SISFTLIB') SHR REUS

ALLOC FI(SYSHELP) DS ('ISP.SISPHELP' 'ISF.SISFTLIB') SHR REUS

ALLOC FI(ISPTABL) DS ('USERID.PROFILE.DSN') SHR

ALLOC FI (ISPPROF) DS ('USERID.PROFILE.DSN') SHR

ALLOC FI(ISPLIST) SYSOUT(A) LRECL(121) RECFM(F B A)

ALLOC FI(ISPLOG) SYSOUT(A) LRECL(121) RECFM(V A)

ALLOC FI(ISPCTL0O) NEW UNIT (VIO) SPACE(1,1) CYLINDERS LRECL (80) +
BLKSIZE (800) RECFM(F B)

ALLOC FI(ISPCTL1) NEW UNIT (VIO) SPACE(1,1) CYLINDERS LRECL(80) +
BLKSIZE (800) RECFM(F B)

ALLOC FI(ISPCTL2) NEW UNIT (VIO) SPACE(1,1) CYLINDERS LRECL (80) +
BLKSIZE (800) RECFM(F B)

ALLOC FI(ISPWRK1) NEW UNIT (VIO) SPACE(1,1) CYLINDERS LRECL (256) +
BLKSIZE (2560) RECFM(F B)

ALLOC FI(ISPWRK2) NEW UNIT (VIO) SPACE(1,1) CYLINDERS LRECL (256) +
BLKSIZE (2560) RECFM(F B)

ALLOC FI(ISPLST1) NEW UNIT(VIO) SPACE(1,1) CYLINDERS LRECL(121) +
BLKSIZE (1260) RECFM(F B A)

ALLOC FI(ISPWRK2) NEW UNIT (VIO) SPACE(1,1) CYLINDERS LRECL(121) +
BLKSIZE (1260) RECFM(F B A)

ISPSTART PANEL (ISREPRIM) NEWAPPL (ISR)

Figure 4-17 Sample CLIST to allocate ISPF and SDSF data sets

Sample CLIST to allocate ISPF and SDSF data sets

ISPF runs in a TSO/E environment. Before ISPF can be started, some data sets must be
available; this can be done in any of the following ways:

1. Allocate them in the logon procedure

2. Dynamic allocation using the TSO/E ALLOC command, as shown in Figure 4-21

3. Save all commands shown in Figure 4-17 as a command and invoke during the logon
process as the ISPPDF command shown in Figure 4-8 on page 119.

The required DD names are:

» SYSEXEC for partitioned data sets containing REXX execs

» SYSPROC for partitioned data sets containing CLIST and/or REXX execs

» |ISPPLIB for panel definitions libraries

» ISPTLIB for input table definitions libraries

» ISPMLIB for message libraries

» ISPPROF for the user profile data set under ISPF/PDF environment. ISPF/PDF use this
data set for storing variables and settings to be used from one TSO/ISPF session to
another.

The DD names ISPTABL (for output tables) and ISPSLIB (for skeletons) may be requested
for some specific applications.

Chapter 4. TSO/E, ISPF, JCL, and SDSF 129



130

For some data sets, if not pre-allocated, ISPF allocates them:

» ISPLOG DD name: The data set where ISPF logs commands issued by the user and
some ISPF functions log errors detected.

» ISPLIST DD name: ISPF uses this data set when user requests printed output.

The DD names ISPCTLx (where x can be 1-9, A-W) are used by ISPF as a temporary data
set. ISPF can use one for each logical screen to generate JCL or utility control statements or
to generate listings. ISPF can run up to 32 logical screens at one time. The default value is 8.
The installation can change the default value by modifying the ISRCONFG table. ISPCTLO is
used only by Edit for the SUBMIT command.

The DD names ISPWRKXx are used by ISPF for file tailoring services with ISPFILE allocated
to a PDS. The DD names ISPLSTx are used for generated listings. The same pre-allocation
can be done by the ALLOCATE command in a CLIST or in a REXX exec to be executed before
the ISPF start.
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4.18 ISPF primary option menu

Menu Utilities Compilers Options Status Help

ISPF Primary Option Menu

Option ===>

0 Settings Terminal and user parameters User ID . : MIRIAM
1 View Display source data or listings Time. . . : 16:56

2 Edit Create or change source data Terminal. : 3278

3 Utilities Perform utility functions Screen. 1

4 Foreground Interactive language processing Language. : ENGLISH
5 Batch Submit job for language processing Appl ID . : PDF

6 Command Enter TS0 or Workstation commands TS0 logon : IKJACCT
7 Dialog Test Perform dialog testing TS0 prefix: NEWPREF
8 LM Facility Library administrator functions System ID : SC43

9 IBM Products IBM program development products MVS acct. : ACCNHTH
10 SCLM SW Configuration Library Manager Release . : ISPF 5.2
11 Workplace ISPF Object/Action Workplace

Enter X to Terminate using log/list defaults

Fl=Help F2=Split F3=Exit F7¥=Backward F8=Forward F9=Swap
F10=Actions F12=Cancel

Figure 4-18 ISPF primary option menu

ISPF primary option menu

ISPF is started in a TSO/E environment through an ISPF, or PDF, or ISPSTART command.
The ISPF Primary Option Menu contains the options that you can use to create your own
applications online. If your installation has a customized ISPF Primary Option Menu, the
menu might not contain all of options shown in Figure 4-18, or it might contain certain
installation-specific options.

Most ISPF panels have action bars at the top; many panels also have point-and-shoot text
fields.
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4.19 ISPF panel areas

1—>ﬂenu Utilities Compilers O0Options Status Help

ISPF Primary Option Menu
@—>0ption ===>

—= 0 Settings Terminal and user parameters User ID . : MIRIAM
1 View Display source data or listings Time. . . : 16:56
2 Edit Create or change source data Terminal. : 3278
3 Utilities Perform utility functions Screen. . : 1
4 Foreground Interactive language processing Language. : ENGLISH
5 Batch Submit job for language processing Appl ID . : PDF
] 6 Command Enter TS0 or Workstation commands TS0 logon : IKJACCT
7 Dialog Test Perform dialog testing TS0 prefix: NEWPREF
& LM Facility Library administrator functions System ID : SC43
9 IBM Products IBM program development products MVS acct. : ACCNTH
10 SCLM SW Configuration Library Manager Release . : ISPF 5.2
| » 11 Workplace ISPF Object/Action Workplace

Enter X to Terminate using log/list defaults

@—> F1=Help F2=8plit F3=Exit F7=Backward F8=Forward F9=Swap
Fl1o=Actions F12=Cancel

Figure 4-19 ISPF panel areas

ISPF panel areas
ISPF panels can contain the following areas:

1. Action bar: The area at the top of an ISPF panel that contains choices that give you
access to actions available on that panel.

2. Option: The fields in this column are point-and-shoot text fields. For example, if you want
to select the Edit Panel, to create or change source data, you type it in the option input
field and press Enter. You can also type commands in the Option field.

3. Dynamic status area: You can specify what you want to be displayed in this area; in
Figure 4-19 it is descriptions of all the possible options you can take from this panel.

4. Function Keys: ISPF uses Common Use Access (CUA)-compliant definitions for function
keys F1-F12. For example: PF1 is used to invoke the ISPF Help Function. You can
eliminate this area by typing PFSHOW OFF in area 2, the Option field.
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4.20 Action bars

__ 1. Library

Optio 2. Data set
3. Move/Copy

0 Se 4. Data Set List
1 vi 5. Reset Statistics
2 Ed 6. Hardcopy
3 Ut 7. ISPF C/S Install...
4 Fo 8. Outlist
5 Ba 9. Commands. . .
6 Co *0. Reserved
7 Di 11. Format
8 LM 12. SuperC
9 1IB 13. SuperCE
10 SC 14. Search-For
11 Wo 15. Search-ForE

Enter X to Terminate using log/list

Fl=Help F2=Split F3=Exit

F10=Actions F12=Cancel

Menu Utilities Compilers Options Status

ary Option Menu

arameters

or listings

urce data
ctions

e processing
uage processing
ation commands

ing

or functions
ment products
brary Manager

Workplace

defaults

F7=Backward

F8=Forward

User ID MIRTIAM
Time. 16:56
Terminal. 3278
Screen. 1
Language. EMGLISH
Appl ID PDF
TS0 logon IKJACCT
TS0 prefix: NEWPREF
System ID SC43
MVS acct. ACCHTH#
Release ISPF 5.2
F9=Swap

Figure 4-20 Action bars

Action bars

Action bars give you another way to move through ISPF. If the cursor is located somewhere

on the panel, there are several ways to move it to the action bar:

» Use the cursor movement keys to manually place the cursor on an action bar choice.

» Type ACTIONS on the command line and press Enter to move the cursor to the first action

bar choice.

» Press F10 (Actions) or the Home key to move the cursor to the first action bar choice.

Note: ISPF does not provide a mouse emulator program. You can use Select in
conjunction with point-and-shoot text fields and action bar choices to simulate moving the

cursor to a field and pressing Enter.

When you make an action bar selection, the selected item is highlighted and ISPF displays a
pull-down menu, that is, a list of numbered choices extending from the selection you made on
the action bar. Figure 4-20 shows the result when you select Utilities on your screen.

You can select an action either by typing in its number and pressing Enter or by selecting the
action with your cursor. ISPF displays the requested panel. If your choice contains an ellipsis
(...), ISPF displays a pop-up window. When you exit this panel or pop-up, ISPF closes the
pull-down menu and returns you to the panel from which you made the initial action bar

selection.
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4.21 Customizing your TSO/ISPF/PDF session

134

Command line at bottom

Panel display CUA mode

Long message in pop-up

Tab to action bar choices

Tab to point-and-shoot fields
Restore TEST/TRACE options
Session Manager mode

Device name . . .
Aspect ratio

General
Input field pad
Command delimiter

Jump from leader dots
Edit PRINTDS Command
Always show split line
Enable EURO sign

[ L I N B Y NN

Terminal Characteristics

Screen format 2 1. Data 2. Std 3. Max <.

Part

Screen 1
Menu Utilities Compilers Options Status Help
ISR@FPRIM 1 1. General Settings
Option ===> 2. CcUA Attributes. . .
3. Keylists. . .
o] Settings Terminal a 4. Point-and-Shoot. .. ID . : MIRIAM
1 View Display so 5. Colors. .. . . . : 19:11
2 Edit Create or 6. Dialog Test appl ID... inal. 3278
3 Utilities Perform ut en. 1
Screen 2
LogsList Function keys Colors Environ Workstation Identifier Help
ISPISMMN ISPF Settings
Command ===>
Options Print Graphics
Enter "/" to select option Family printer ty

pe 2

[=]

b=

Figure 4-21 Customizing your TSO/ISPF/PDF session

Customizing your TSO/ISPF/PDF session

You can customize your TSO/ISPF/PDF session by selecting Options — General Settings
as shown in Figure 4-21, Screen 1. In the resulting screen, Screen 2, the first line shows
others action fields where you can choose to change default settings, like colors, function

keys, and so forth.

ISPF Help function

ISPF has a powerful Help function which can teach you how to use all the default ISPF
options. Access it by pressing the Help program function key or typing help in the Command
line. You can see and change the program function key assignments by using the KEYS

command.

You can learn how to use ISPF by just using the help function. At the Primary Option Menu
press Help to learn about the options. In the Help panel, press Help again to learn how to
move through help panels. Some Help options are cursor-sensitive, meaning you have to

move the cursor to that option to get more information.

A good source of information for beginners in the ISPF environment is Interactive System

Productivity Facility Getting Started, SC34-4440.
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4.22 Allocating data sets: Utility option

1 Use ISPF Option 3

Menu Utilities Compilers Options Status Help
ISRAPRIM ISPF Primary Option Menu
Option ===> 3
0 Settings Terminal and user parameters User ID MIRIAM
1 View Display source data or listings Time. 19:11
2 Edit Create or change source data Terminal. 3278
3 Utilities Perform utility functions Screen. 1
4 Foreground Interactive language processing Language. ENGLISH
5 Batch Submit job for language processing Appl ID PDF
6 Command Enter TS0 or Workstation commands TS0 logon IKJACCT
7 Dialog Test Perform dialog testing TS0 prefix: MIRIAM
8 LM Facility Library administrator functions System ID 5C64
9 1IBM Products 1IBM program development products MVS acct. ACCNTH
10 SCLM SW Configuration Library Manager Release ISPF 5.2
11 Workplace ISPF Object/Action Workplace

Figure 4-22 Allocating a data set: Ultilities option

Allocating data sets: Utility option

A data set, or file, is an area that is reserved on either disk or tape to enable you to write
programs and store data. Before you can edit or store data, you must instruct the system to

allocate some space on disk, often referred to as Direct Access Storage Devices (DASD),

and provide information to identify the format of this data set.

There are two ways to allocate a data set:
1. Using ISPF dialogs
2. Using JCL

The first way is as follows:

In the primary menu, type 3 in the Option input field, and press the Enter key. Option 3

displays the utilities panel, as shown in Figure 4-23 on page 136.
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4.23 Utility Selection Panel

1 Utility Selection Panel option 2

Menu Help
ISRUTIL Utility Selection Panel
Option ===> 2
1 Library Compress or print data set. Print index listing. Print,
rename, delete, browse, edit or view members
2 Data Set Allocate, rename, delete, catalog, uncatalog, or display

information of an entire data set

3 Move/Copy Move, or copy members or data sets
4 Dslist Print or display (to process) list of data set names.
Print or display VTOC information
5 Reset Reset statistics for members of ISPF library
6 Hardcopy Initiate hardcopy output
7 Transfer Download ISPF Client/Server or Transfer data set
8 Outlist Display, delete, or print held job output
9 Commands Create/change an application command table
11 Format Format definition for formatted data Edit/Browse
12 SupercC Compare data sets (standard Dialog)
13 SuperCE Compare data sets Extended (Extended Dialog)
14 Search-For Search data sets for strings of data (standard Dialog)

15 Search-ForE Search data sets for strings of data Extended (Extended Dialog)

Figure 4-23 Utility Selection Panel option 2

Utility Selection Panel

The Utility Selection Panel gives you the ability to select utilities to perform a variety of
functions, such as:

» Compress or print a data set

» Create, rename, delete a data set

» Move or copy data sets or members
» Search for strings in a data set

» Compare data sets

ISPF Option 3.2 enables you to reserve some space on a storage device and identify this
space with a data set name, often referred to as a DSN or DSNAME.

In this example you will allocate a data set; to do this, type 2 in the Option field and press
Enter.
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4.24 Data Set Utility: Allocating a data set

Menu Reflist Utilities Help

ISRUDAZ2S Data Set Utility
Option ===> a
A Allocate new data set C Catalog data set
R Rename entire data set U Uncatalog data set
D Delete entire data set S Short data set information
blank Data set information YV VSAM Utilities
ISE ibrary:
Project Enter "/" to select option
Group 4 Confirm Data Set Delete

Tupe .
Other Partitioned, Sequential or V¥S$SAM Data Set:
Data Set Name . . .
2 Uolume Serial . . . [IT not cataloged, required for option "C")
Data Set Password . . (If password protected)
Fl=Help F2=8Split F3=Exit F7=Backward F8=Forward F9=Swap

F10=Actions F12=Cancel

Figure 4-24 Allocating a data set - Data Set Utility panel

Data Set Utility: Allocating a data set

The Data Set Utility panel presents a variety of actions you can perform. You can allocate,
delete, rename, catalog, uncatalog, or obtain information about a specific data set. The V
option allows you create and obtain information about VSAM data sets in a very easy way.

From the ISPF Primary Option Menu you can go directly to this panel by typing =3.2 in the
Option field.

To allocate a data set, type A on the Option field. Next you specify the name of data set you
want to create:

» A data set with a three-level name can be entered in the Project, Group, and Type fields
as shown in area 1 in Figure 4-24. Type one level of the name in each field. ISPF does not
add your prefix as HLQ.

» You can specify the data set name and optionally a volume, as shown in area 2 in of the

panel:
Other Partitioned, Sequential or VSAM Data Set:
Data Set Name. . . '"HLQ.XXX.XXXX.XXX'

Note: Imbed the data set name in single quotes unless you want the HLQ to equal
your prefix.

If both a library (1) and a data set name (2) are specified on the same panel, the data set
name takes priority. Therefore, to specify a library, leave the Data Set Name field blank. We
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did not enter the data set name option field; therefore the values specified in the library name
are used. See Figure 4-15 on page 126 for data set naming conventions.

Data set name standards are site-dependant, and may be protected by RACF or another
security product. If you do not have the authority to allocate a DSN with a specific name, your
request fails and you receive an error message.

Examples of some data set names:

» SYS1.PARMLIB

» SYS1.PARMLIB.BACKUP.D99156

» MIRIAM.PRIVATE.JCLLIB

» MIRIAM.TEST.NEW.SYSTEM.JCLLIB

The High Level Qualifier (HLQ) is the first part of the DSN. In the examples, the HLQs are
SYS1 (usually reserved for MVS system DSNs), and MIRIAM, which could be your user ID.
Some system data sets must be named as specified, but personal or in-house data sets

should be named to be meaningful and easy to associate with a user or application, and to
enable efficient security and DASD maintenance strategies to be maintained.
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4.25 Allocate New Data Set panel

Menu ReflList Utilities Help
fillocate New Data Set
Command ===3
Data Set Name . . . : TEST.JCL
Management class . . . (Blank for default management class)
Storage class ... (Blank for default storage class)
VYolume serial . . . . (Blank for system default volume) xx
Device type . . . . . {(Generic unit or device address) xx
Data class . . . . . . {Blank for default data class)
Space units . . . . . BLOCK (BLKS, TRKS, CYLS, KB, MB, BYTES
or RECORDS)
Average record unit _ (M, K, or U)
Primary quantity . . 105 (In above units)
Secondary quantity 24 (In above units)
Directory blocks . . 0 (Zero for sequential data set) =
Record format . . . . FB
Record length . . . . 80
Block size . . . . . 3120
Data set name type (LIBRARY, HFS, PDS, LARGE, BASIC, x
EXTREQ, EXTPREF or blank)
Expiration date . . . (YY/MM/DD, YYYY/MM/DD
Enter "/" to select option ¥Y.DDD, ¥YY¥YY.DDD in Julian form
Allocate Multiple Volumes DDDD for retention period in days
or blank)
( %= Specifying LIBRARY may override zero directory block)
( *x%x 0Only one of these fields may be specified)
Fl=Help F3=Exit F10=Actions Fl12=Cancel

Figure 4-25 Allocate New Data Set panel

Allocate New Data Set panel

After pressing the Enter key, the Allocate New Data Set panel is displayed. This panel shows
the information you have to provide in order to allocate the new data set.

In this example we are allocating a partitioned data set (PDS); this type of data set allows
individual members within the data set. Most environments now utilize DFSMS to control data
set allocation; therefore, it is not necessary to specify management class, storage class, or
data class information. In most cases the defaults are satisfactory. We must, however,
specify the following:

Space units The allocation units for our data set. The allocation units can be in
blocks (BLKS), tracks (TRKS), cylinders (CYLS), KB, MB, bytes, or
records.

Primary quantity The amount of primary space units we want to allocate.

Secondary quantity The space that can be allocated for secondary extents, if the primary
quantity fills up. Non-extended data sets can have a maximum of 16
extents, which includes up to five multiple extents that may have been
used to satisfy the primary extents.

Note: The exception to the 16 extent limitation is partitioned data
set extended (PDSE) data sets, which can have up to 123 extents.
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Directory blocks Must be specified for partitioned data sets. A directory is an index
used to locate members in the partitioned data set. Each directory
record consists of 256 bytes containing directory entries. There is one
directory entry for each member. The directory is written at the
beginning of the primary space. It must fit in the first extent of the data
set. For partitioned data sets, be sure to request enough directory
space to allow for growth of the data set. You cannot lengthen the
directory once the data set is created. If the directory runs out of
space, you must recreate the data set.

Note: The number of member entries that fit in a directory block is as
follows:

— For a data set with ISPF statistics: six entries per block

— For a data set without ISPF statistics: 21 entries per block

— For a load module data set: four to seven entries, depending
upon attributes

Record format Can be any valid combination of the following:

Fixed length records

Variable length records

Undefined format records

Blocked records

ASA printer control characters

Machine code printer control characters

Standard (for F) or spanned (for V) - sequential data sets only

4 0w = > wWC<

Track-overflow feature
The option we used for a partitioned data set was FB.

Record length The logical record length, in bytes, of the records to be stored in the
data set. In the case of a JCL or program library this value is 80 bytes.

Block size The block size (physical record length), in bytes, of the blocks to be
stored in the data set. If records are specified, the block size specifies
the average record length.

After pressing the PF3 (Exit) key, the successful response to the allocation is indicated on the
Data Set Utility panel that reappears. You are returned to this after processing the Allocate
New Data Set panel. The top right of the panel indicates Data set allocated.

We have now created a partitioned data set with the name, MIRIAM.PRIVATE.JCLLIB. This
is an empty data set, so the first thing we do is add a member to this data set.
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4.26 Edit function: Option 2

OO~ AWN=D

Menu

Option ===> 2

Utilities

Compilers QOptions Status

ISPF Primary Option Menu

Settings
View

Edit
Utilities
Foreground
Batch
Command
Dialog Test
LM Facility

IBM Products
10 SCLM
11 Workplace

Fl1=Help
Flo=Actions

F2=Split
F12=Cancel

Terminal and user parameters
Display source data or listings
Create or change source data
Perform utility functions
Interactive language processing
Submit job for language processing
Enter TS0 or Workstation commands
Perform dialog testing

Library administrator functions
IBM program development products
SW Configuration Library Manager
ISPF Object/Action Workplace

Enter X to Terminate using log/list defaults

F3=Exit F7=Backward

F8=Forward

User 1D MIRIAM
Time. 17:23
Terminal. 3278
Screen. 1
Language. ENGLISH
Appl ID PDF
TS0 logon IKJACCT
TS0 prefix: NEWPREF
System ID 5C43
MVS acct. ACCNT#H
Release ISPF 5.2
F9=Swap

Figure 4-26 Edit: Option 2

Edit function: Option 2

You can add a new member to a PDS using ISPF Option 2 (Edit) in the ISPF Primary Option
Menu. When you choose this option, the Entry Edit panel is displayed.

You can also use option 2 to change an existing member. This can be accomplished by
entering the name of the data set and member you want to change in the Edit Entry Panel.
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4.27 Edit Entry Panel
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Menu Reflist RefMode Utilities Workstation Help

Edit Entry Panel
Command ===3

ISPF Library:

Project . . . MIRIAM

Group . . . . PRIVATE .

Type . . . . JCLLIB

Member . . . abci (Blank or pattern for member selection list)

Other Partitioned, Sequential or VYSAM Data Set:
Data Set Name . .
Volume Serial . . . (If not cataloged)

Workstation File:
File Mame .

Options
Initial Macro . . . . _  Confirm Cancel/Move/Replace
Profile Name . A _ Mixed Mode
Format Name . . . . . _  Edit on Workstation

Data Set Password Preserve VB record length

F1=Help F2=Split F3=Exit F7=Backward F8=Forward F9=Swap
Fl0=Actions F1l12=Cancel

Figure 4-27 Edit Entry Panel

Edit Entry Panel

In this panel you have to supply the name of the PDS to which you want to add a new
member. In our example the PDS name is MIRIAM.PROJECT.JCLLIB (the data set we
allocated previously).

Add a new member called ABC1. After entering the corresponding input fields in this panel,
press Enter.

As discussed previously, if your data set has three qualifiers, you can use the
Project/Group/Type fields to identify your data set. The advantage is that ISPF stores this
information in your profile data set and the next time you enter this panel the fields are set by
the saved information. If your data set does not have three qualifiers, you must use the Other
Partitioned or Sequential Data Set field, embedding the data set name in single quotes,
unless you want ISPF to add your prefix as the HLQ.

ABCs of z/0S System Programming Volume 1




4.28 Editing a data set

File Edit Edit _Settings Menu Utilities Compilers Test Help

EDIT MIRIAM.PRIVATE.JCLLIB(ABC1) - 01.00 Columns 00001 00072
Command ===> Scroll ===> PAGE
SO OK K K KK K K K K K K K K DK K K K K K K K K K K K K K K K K K K Top Of Data KO KK K K K K K KK K K K K K K K K K K K K K K K K KK
000100 PROC 0O DB

00200 IF BDB = .DB THEN +

HOKOK KK KO KO K OK K R KK KK R RO K OR R OK KRR kK BOTTom OFT Dat a s ok s om sk % K K K K K K K K 3 OK K ¥ OK K OK K K K X X

Fi1=Help F2=Split F3=Exit F5=Rfind F6=Rchange F7=Up
F8=Down F9=Swap Fl10=Left F11=Right Fi12=Cancel

Figure 4-28 Editing a data set

Editing a data set
After you press Enter a blank panel is displayed (Figure 4-28). Type in the records you want to
create in the new member. In the example we created two records, 00100 and 00200.

You can use the Edit function to create, display, or change data stored in the partitioned data
set member or sequential data sets. When the editor displays existing data, each line
consists of a six-column Line Command field followed by a 72-column data field. To view data
that is not displayed, use the scroll commands. The following are PDF default values for
function keys:

» F7/19 Scrolls up

» F8/20 Scrolls down
» F10/22 Scrolls left
» F11/23 Scrolls right

To see the function key values, type KEYS in the Command line and press Enter.

You can issue line commands and primary commands in edit mode.
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4.29 ISPF edit: Some line commands
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Command

Description

Insert lines

Delete lines

Repeat lines

Copy lines N

Move lines |\ )\

After line < ’/
Before line

Shift right columns

Shift right data

Shift left columns

Vie | A~ > 0|00

Shift left data

X

Exclude lines

Figure 4-29 ISPF - Edit: Some line commands

ISPF edit: Some line commands

Line commands affect only a single line or block of lines. You enter line commands by typing
them in the line command field and pressing Enter. With line commands you can:

Insert or delete lines
Repeat lines

Define an input mask
Shift data

VVYyYVYVYYVYVYYVYY

Figure 4-29 shows some line commands you can use. To learn about line commands:
» Type a question mark (?) in the line command field and press Enter. This causes a brief

Rearrange lines or overlay portions of lines
Simplify text entry and formatting

Include or exclude lines from the display
Control tabs and boundaries for editing
Convert some types of special temporary lines to data lines

Help message to appear at top right of the screen.

» Press Help again and a long message appears.

» Press Help again to display a help panel with all the line commands included.

There is also a help panel for each line command, showing its effect.
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4.30 ISPF edit panel: Inserting lines

Screen 1

File Edit Edit_Settings Menu Utilities Compilers Iest Help

ISREDDEZ2 MIRIAM.PRIVATE. JCLLIB(ABC1) - 01.03 Columns 00001 00072
Command ===> Scroll ===> PAGE
K K K K K K K K K K K K K K K R KK K K K K K K KK K K K K K K KK TOp Of Data KK K K K R K K K K K K K K K K K K K K K KK K K K KK K K
i50100 PROC 0O DB

000200 IF &DB = .DB THEN +

HCOK MO KK DR OIK K KK KK K K KO KR KKK KOR K KRR R KR KR K BoTTom OT Datba 5o s sk K ok K K K K K K K K K K K K K K K X K XK K

Screen 2

File Edit Edit _Settings Menu Utilities Compilers Test Help

ISREDDE?2 MIRIAM.PRIVATE.JCLLIB(ABC1) - 01.03 Columns 00001 OOOT2
Command ===> Scroll ===> PAGE
HKOK KK KK K K K KK K 2K K K KK K K K K K 2K K K 2K K K K DK K K K KK Top OT Data o sk sk ok sk oK K K K K K K K K K K K K K K 3K K K K K ¥

000100 PROC O DB

000200 IF &DB = .DB THEN =+

HCOK MO KK DR OIK K 3K KKK I K KR KR KKK KK R R R K kK BoTtom OT Datba oo sk sk i ok K K 3 K K 5K K 5K K K K K K K K K K XK XK

Figure 4-30 ISPF edit panel: Inserting lines

ISPF edit panel: Inserting lines
Figure 4-30 shows an example of the line command Insert. Type I to insert one line; to insert
multiple lines type Ixx, where xx is the number of lines you want to insert.

We entered I5 in the first line (screen 1) and five blank lines were added (screen 2).
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4.31 ISPF edit: Repeating and deleting lines
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Command === Scroll ===> PAGE
KK KKK K K K K K K K KK K K K K K K K K K K K K K K K K K K K K Top OFT Data s kK ok K KK K KK K K K K %K K K K X K K XK K K KKK
000100 PROC O DB

d00200 IF 8&DB = .DB THEN +

SRR KK KK KK KK KK KR KRR R KR KOR OR R KR KK BOoTTom OFT Data sk s s e skor Ok K K K K K K KR 5K OK KK K K K KK

Results in:

Command === Scroll ===> PAGE
KKK KKK K K KK K K K K OK KK KK K K K KK KK K K K K K K K XK Top OT Data g kK % K K K K K K K K K K KK K K K ¥ K K XK K K X
0OR100 PROC 0 DB

K K KKK KK K K KK KK KKK R R KKK KRR KKk Rk kX Bottom of Data ok sk ks kK KK K K K KK KK K K KK X

Issuing the R5 command to repeat the line 5 times.

Command === Scroll ===> PAGE
FOK K KK KK K K K K K K K K KK K K K K K K K K K KK KK K K K KK Top OFT Data kKK kKKK ¥ K KK KKK KK K K K K K KK KK KK

r50100 PROC 0O DB

SKOKOK KKK KKK KK KRR K KKK KK KR KRR R KKK KKK BOTTom OF Data 5o sk sk sk K kK KK K K K K K K K K KK K KKK

Results in:
Command === Scroll ===> PAGE

KOK K KOK KK KK KK 3K K K KK 3KOK 5K K K K OK OKKOKKKOKIOIKKK TOP 0T Data ok ko ok ok ok ok K 3K K K K K 3K K K K K KK KK K K K KK

000100 PROC 0 DB

000200 PROC 0 DB
000300 PROC O DB
000400 PROC O DB
0OO500 PROC O DB

000600 PROC O DB

KOS K KKK KKK KK KK KK KKK KRR KO OR RO RKORKK BOTTOmM OT Data  sors sk sk sk kK K K K K K K K K K K KK KK KK

Figure 4-31 ISPF Edit: Repeating and deleting lines

ISPF edit: Repeating and deleting lines

You can delete lines by issuing the line command D which will delete one line; to delete
multiple lines, issue Dxx, where xx is the number of lines to delete. You can also delete a
block of lines by using DD at the beginning and at the end of the block. In Figure 4-31 we
deleted one line by entering D in the corresponding command line.

Repeating lines can be done by issuing R (one line), Rxx for xx lines, or RR for a block.

Figure 4-31 shows the result of the execution of an R5 command: the line is repeated five
times.
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4.32 Edit: Copying lines

Command === Scroll ===> PAGE
K K K K K K K K K K K K K K K K K K K K K K K KK K K K K K K K KK Top Of Data KKK K K K K K K K KK K K K K K K K KK K K K K K K K
cO0100 PROC O DB
000200 PROC 1 DB
af0300 PROC 2 DB

Results in:
Command === Scroll ===> PAGE

HORKK KK KK KK K 2K K K K K K K K K KK KKK AOK KKK KKK K TOPD 0T Data 5 0k kK 50K 3K K K K K K KK 3K K K K K K K K K K K
000100 PROC O DB
000200 PROC 1 DB
000300 PROC 2 DB
000310 PROC O DB

Issuing the CC command to copying a block

Command === Scroll ===> PAGE
OO KKK KK K K K KK KK K K K K K K K K K K K K K K K K K K KR TOp Of Data R K K KK K K K K K K K K K R K K K K K K K
ccO0100 PROC 0 DB
ccO200 PROC 1 DB
bOO300 PROC 2 DB

Results in:
Command === Scroll ===> PAGE

KK KKK KK KK K K K K K K 3K K K K K KK K K KK KKK KKKk TOPD 0T Data ok ok or ok ok ok ok 5K K K K 3K K K K XK 5K K 3K K K K K K K

000100 PROC O DB

000200 PROC 1 DB
000210 PROC O DB
000220 PROC 1 DB
000300 PROC 2 DB

Figure 4-32 Edit - copying line

Edit: Copying lines

Copying lines can be done by issuing C to copy one line, Cxx, to copy xx lines, or CC to copy a
block, with CC marking the first and last lines of the block to be copied. After indicating the
lines, you must tell the Editor where to copy the lines to. This is done by typing either a B (for
before) or an A (for after) on the line following or preceding where you want the data to be
copied.
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4.33 ISPF/PDF edit: Primary commands

148

ISR2MOOQ - -----——---————————- Edit Primary Commands --------------—---—- Tutorial
Option ===

The following topics are presented in sequence, or may be selected by number.
Individual commands may be selected by entering the command name.

- Primary commands (general information)
- Miscellaneous commands

- FIND/CHANGE/EXCLUDE commands

- Number control commands

- Display mode control commands
Termination control commands

- External data commands

- Macro control commands

- Data editing commands

- Edit settings command

LW~ W~
|

Mote: Select >CANCEL to see information for the CANCEL command.

Figure 4-33 ISPF/PDF edit: Primary commands tutorial

ISPF/PDF edit: Primary commands

Primary commands affect the entire data set. You type them on the Command ===> field.
You use a primary command to:

VVYVYYVYYYVYVYVYYVYY

Control your editing environment

Find a specific line

Find and change a character string
Combine several members into one

Split a member into two or more members
Submit data to the job stream

Save the edited data or cancel without saving
Sort data

Delete lines

Access dialog element models

Run an edit macro

An easy way to access a tutorial about all Edit primary commands is:

1.

Type P in the Command line and press Enter. You receive the message COMMAND P NOT
FOUND. Press Enter; you receive a short message at the right top of the panel.

Press the Help function key; now you receive a long message.

Press the Help function key one more time; now you are in the tutorial of all Edit primary
commands showing how each command works.
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4.34 ISPF/PDF edit: Profile command

Profile Name

Eile Edit Edi{#/Settings Menu Utilities Compilers Iest Help

ISREDDE?2 MIRB?é.PRIUHTE.JCLLIB ABC1) - 01.00 Columns 00DO1 00072
Command ===> Scroll ===> PAGE

HEOK KKK KKK KO KOROR KK KKK KOO KKK TOPD 0T Data or ok or ok ok ok Ok s ok oK K K K K K K K K K K K K K K K KK K

=PROF> .... (FIXED - 80)....RECOVERY OFF WARN....HWUMBER DISPLAY STD......
=PROF> ....CAR&—N... HEX OFF... . NULLS OFF....TABS OFF.. ... .. ... ... ... . ... .....
=PROF> ....AUTOSAVE ON....AUTONUM OFF....AUTOLIST OFF....STATS ON..............
=PROF> ....PROFILE UNLOCK....IMACRO NONE....PACK OFF....NOTE ON................
=PROF> ....HILITE OFF CURSOR FIND. ... ..ttt et et et et e e
==MSG> -Warning- The UNDO command is not available until you change

==MSG> your edit profile using the command RECOVERY ON.

0on100 PROC O DB

000200 IF 8DB = .DB THEN +

SOK KKK KK KKK KKK KR KK KKK KRR K KKK KRR KK BOTTom OF Data %k kK K KK K K K K K K K KK KK K KK

Figure 4-34 Profile edit primary command

ISPF/PDF edit: Profile command

Type the PROFILE primary command and press Enter. A set of highlighted lines shows the
profile options you are using to edit the data set. Each Edit Profile has a name, which comes
from the low level qualifier—JCLLIB in our example in Figure 4-34. To choose another
existing profile or to change a profile name, type PROF profname.

The RECOVERY ON option permits you to recover the changes you made before a session
failure. This option creates a copy of all changes you made after a SAVE command. When a
session fails, the next time you return to the TSO/ISPF Edit function, you can edit the same
data set with all updates and you can continue editing and save or cancel.

The UNDO command allows you to remove changes to a member during an edit session. Each
UNDO issued removes the change performed since the previous Enter was done. Subsequent
UNDO commands remove previous updates in sequence from the newest change to the oldest
that has occurred during this edit session. UNDO can only be used with the RECOVERY ON,
SETUNDO REC, or SETUNDO STG profile options. You can prepare profiles, give them
names, and choose the appropriate profile to edit a data set by typing its name at the EDIT
Entry Panel, PROFILE field.

To eliminate the highlighted lines, type RESET or RES in the Command line and press Enter.
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4.35 ISPF/PDF edit: Saving new or updated files

1 Saving your file
> Enter SAVE on the command line

> Use PF3 to save the file with profile option
AUTOSAVE ON

1 Canceling updates to a file

> Enter CANCEL on the command line

Figure 4-35 ISPF/PDF: Save command

ISPF/PDF edit: Saving new or updated files
After updating:

» To save your data, issue the SAVE primary command. With the profile option AUTOSAVE
ON, pressing the F3/F15 END key ends the edition and saves the data.

» Canceling your updates can be done by issuing the CANCEL primary command. This
removes all changes made since the last SAVE was performed or since the data set was
edited.
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4.36 ISPF Data Set List Utility option

Menu ReflList RefMode Utilities Help

ISRUDLP Data Set List Utility
Option ===>
blank Display data set list P Print data set list
V Display VT0C information PV Print VYTOC information

Enter one or both of the parameters below:
Dsname Level . . . MIRIAM
Volume serial

Data set list options

Initial View . . . 1 1. VYolume Enter "/" to select option
2. Space / Confirm Data Set Delete
3. Attrib /4 Confirm Member Delete
4. Total / Include Additional Qualifiers

When the data set list is displayed, enter either:
"/" on the data set list command field for the command prompt pop-up,
an ISPF line command, the name of a TS0 command, CLIST, or REXX exec, or
"=" to execute the previous command.

F1=Help F?2=Split F3=Exit F7=Backward F8=Forward F9=Swap
Fl0=Actions F12=Cancel

Figure 4-36 ISPF option 3.4 panel

ISPF Data Set List Utility option

When you select this option, the Data Set List Utility panel (Figure 4-36) is displayed. You can
either display or print lists of ISPF libraries, data sets, or volume table of contents (VTOC)
information.

The Data Set List Utility is a useful option in your daily job. From the Primary Option Menu
select option 3.4 to use this list utility; the panel shown in Figure 4-36 is returned. You can use
this option to manage all data sets that you have access to. Move the cursor to the Dsname
Level field and enter the high level qualifier of the data sets you want to work with. First, take
a look in the options available:

» You can obtain a list of all data sets in a DASD volume. To do this, use option V and enter
a volume name.

» You can obtain a data set list.
» You can customize what kind of data set information you want.

Dsname Level

This field is used to specify the level or levels of any data set that you want ISPF to list or print
for you. An optional installation exit, called the data set list (DSLIST) exit, can control whether
a data set name should appear in the list. Refer to z/OS ISPF Planning and Customizing for
more information about this exit.

When you specify the Dsname Level, you are defining the level qualifiers for the data set
names to be included in the list.
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An ISPF library typically has a three-level name, as follows:

project, group, and type.

The Dsname Level field supports the inclusion of system symbols. ISPF retains the
information you put in this field and displays it the next time you use this panel.

Using a data set name list
For a data set name list, the data set name qualifiers can be partially specified using asterisks
(*) as global file-name characters and percent signs (%) as placeholders:

* A single asterisk indicates that at least one qualifier is needed to occupy that position. A
single asterisk within a qualifier indicates that zero or more characters can occupy that
position.

** A double asterisk indicates that zero or more qualifiers can occupy that position. A
double asterisk within a qualifier is invalid.

% A single percent sign indicates that any one character can occupy that position. One to
eight percent signs can be specified in each qualifier.

For example, entering ABC.DDD%*.E*%%%F . ** lists all data sets with ABC as HLQ, second
qualifier starts with DDD, the third starts with E and ends with F and has at least 3 characters
between E and F. After that it can have any number of qualifiers. In Figure 4-36 we used the
MIRIAM HLQ.

152 ABCs of z/0S System Programming Volume 1



4.37 Working with a data set list

Menu Options Miew Utilities Compilers Help

ISRUDSLO Data Sets Matching MIRIAM Row 1 of 13
Command ===> Scroll ===> PAGE
Command - Enter "/" to select action Message Volume
MIRIAM *ALIAS
MIRIAM. BOOKS .EOQZ22A100 . PRINT TOTSTG
MIRIAM.BRODCAST TOTTSU
MIRIAM. EOXMBMGR . PRINT TOTST4
MIRIAM.HCD.MSGLOG TOTST1
MIRIAM.HCD.TERM TOTTSA
MIRIAM.HCD. TRACE TOTSTG
MIRIAM.OLD.DATASET.SAMPLE2 TOTTST
E_ MIRIAM.PRIVATE. JCLLIB TOTSTZ2
MIRIAM.SC43 . ISPF42. ISPPROF TOTTS2
MIRIAM.SC52.ISPF42. ISPPROF TOTTSG
MIRIAM.SC52 . SPFTEMP1.CNTL TOTTSI
MIRIAM.SC62.ISPF42. ISPPROF TOTTSY

KK KKK KRR KKK KRR KKKk KR KRR ENd OF Data Set L 1St kK kK kK K KK K K K K K K K K K KK KK KX

F1=Help F2=8plit F3=Exit F5=Rfind F7=Up F&=Down F9=Swap
Fl0=Left F11=Right F12=Cancel

Figure 4-37 Data set list for MIRIAM

Working with a data set list

Working with a data set list shows all cataloged data sets having the high level qualifier
MIRIAM.

You can select data sets for processing by entering any of the line commands shown in
Figure 4-38 on page 154 in the left of the data set name. As you can seeg, this is a very
comprehensive list of commands to enable you to manage your data sets. To learn about
these commands, type Help in the Command field.

Typing E next to data set MIRIAM.PRIVATE.JCLLIB displays a list of the members contained
within that data set. Once the member list is displayed, you can select a member by typing S
in front of the member name. Also, you can perform many actions against the members, such
as copy, rename, delete, and so forth. To see all actions available in the member list:

1. Type a question mark (?) at the left of any member name. You receive an error message.
2. Press the Help function key; you receive a long error message.

3. Press the Help function key again; the tutorial for the commands available is displayed.
Note that in the upper right of the panel the following appears:

More: +

It indicates a scrollable panel; you can go forward and backward throughout this panel
using PF7 and PF8 (default keys).
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4.38 Data Set List Actions

Menu Options View Utilities Compilers Help

1 ISRUDABC Data Set List Actions ow 1 of 13

C ===>» PAGE
Data Set: MIRIAM.PRIVATE.JCLLIB

Volume

- pDSLIST Action ] e e

__ 1. Edit 12. Compress *ALIAS

2. View 13. Free TOTSTG

3. Browse 14. Print Index TOTTSU

4. Member List 15. Reset TOTST4

5. Delete 16. Move TOTST1

6. Rename 17. Copy TOTTSA

7. Info 18. Refadd TOTSTG

8. Short Info 19. Exclude TOTTST

/ 9. Print 20. Unexclude 'NX' TOTST2

10. Catalog 21. Unexclude first "NXF' TOTTS2

11. Uncatalog 22. Unexclude last 'NXL' TOTTSG

TOTTSI

Select a choice and press ENTER to process data set action. TOTTSY

x F1=Help F2=Split F3=Exit F7=Backward KKK KK K KK KK K

F8=Forward F9=Swap Fl12=Cancel

Figure 4-38 Data Set List Actions

Data Set List line commands

If you enter a forward slash (/) in the Command field, or if you select any part of the combined
point-and-shoot field, the Data Set List Actions pop-up shown in Figure 4-38 is displayed so
that you can select the command you want to use.

Typing / on the MIRIAM.PRIVATE.JCLLIB line causes ISPF to display a panel with all the list
actions you can use in that column. You can choose the option number or, by going back to
the data set list, type the command in the Command column.
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4.39 Job control language (JCL)

1 Time Sharing Option/Extended - (TSO/E)

1 Interactive System Productivity Facility - (ISPF)

— [_1 Job Control Language - (JCL)

1 Spool Display and Search Facility - (SDSF)

Figure 4-39 Job control language (JCL)

Job control language (JCL)
For your program to execute on the computer and perform the work you designed it to do,
your program must be processed by your operating system.

Your operating system consists of a z/OS base control program (BCP) with a job entry
subsystem (JES2 or JES3) and DFSMS DFSMSdfp installed with it.

For the operating system to process a program, programmers must perform certain job
control tasks. These tasks are performed through the job control statements, which consist of:

» JCL statements
» JES2 control statements
» JES3 control statements

The JES2 and JES3 statements are called JECL statements.
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4.40 JCL introduction
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Figure 4-40 Job Control Language - JCL

JCL introduction

To get your MVS system to do work for you, you must describe to the system the work you
want done and the resources your work needs. You use JCL to provide this information to
MVS.

One way of thinking about JCL is to compare it to a menu in a restaurant. If you are a
customer at a restaurant, you and the other customers do not simply walk into the kitchen and
start cooking your own dinners—that would defeat the very purpose of going to a restaurant.
Instead, from a menu describing all the restaurant has to offer, you select items to make up
an order, specifying which entrees you want, which salad dressing you prefer, and any other
special requests you have. You then ask the waiter to take your order to the kitchen. In the
kitchen, a team of chefs divides up the work and the appropriate ingredients in order to
prepare each dish as quickly and efficiently as possible. While the meals are being prepared,
you and your friends can ignore what is going on in the kitchen, engaging instead in dinner
conversation and catching up on the latest news. When the waiter brings out your meal, you
concentrate on your enjoyment of the meal.

Now imagine yourself back at the office using your MVS system, and think of JCL as the
menu. In the same way that you and the other diners select items from the menu and place
orders for the waiter to take to the team of chefs, you and other MVS users use JCL to define
work requests (called jobs), and use a job entry subsystem (JES) to submit those jobs to
MVS. Using the information that you and the other users provide with JCL statements, MVS
allocates the resources needed to complete all of your jobs just as the kitchen chefs divided
up the work to prepare the orders of all the customers.
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And just as the chefs worked in the kitchen while you and the other diners devoted your
attention to what was going on at your tables, MVS completes the submitted jobs in the
background of the system, enabling you and the other users to continue working on other
activities in the foreground.

And just as the waiter conveys the results of the chefs’ work to you, JES presents the output
of the jobs to you.

For a complete description of the process, see z/0S MVS JCL User’s Guide, SA22-7598.
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4.41 JCL-related actions
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USER ACTIONS 5 SYSTEM ACTIONS
: . | JES
Determine Create Submit " linter
= — — prets
the Job The JCL the Job ! JCL and
| passes it
| to MVS
-
System MVS does
the work
Messages
-
User ’ E JES collects
views an | -
interprets -t : the output and
output ' linformation about
E the job

Figure 4-41 JCL-related actions

JCL-related actions

Figure 4-41 shows an overview of the job submission process. The user performs the
activities on the left side of the figure, and the system performs those on the right. In this
example, MVS and JES comprise the “system.”

For every job that you submit, you need to tell MVS where to find the appropriate input, how
to process that input (that is, what program or programs to run), and what to do with the
resulting output.

You use JCL to convey this information to MVS through a set of statements known as job
control statements. JCLs set of job control statements is quite large, enabling you to provide
a great deal of information to MVS.

Most jobs, however, can be run using a very small subset of these control statements. Once
you become familiar with the characteristics of the jobs you typically run, you may find that
you need to know the details of only some of the control statements.

Within each job, the control statements are grouped into job steps. A job step consists of all
the control statements needed to run one process, for example a sort, a copy, or an
application program. If a job needs to run more than one process, the job will contain a
different job step for each of those programs. A job can have from one up to 255 steps.
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4.42 Required control statements

1 Control statements
> Job (JOB)
> Execute (EXEC)

> Data Definition (DD)

Figure 4-42 Required control statements

Required control statements
Every job must contain, at minimum, the following two types of control statements:

» A JOB statement, to mark the beginning of a job and assign a name to the job. The JOB
statement is also used to provide certain administrative information, including security,
accounting, and identification information. Every job has one and only one JOB statement.

» An EXEC (execute) statement, to mark the beginning of a job step, to assign a name to
the step, and to identify the program or procedure to be executed in the step. You can add
various parameters to the EXEC statement to customize the way the program executes.
Every job has at least one EXEC statement.

In addition to the JOB and EXEC statements, most jobs usually also contain:

» One or more DD (data definition) statements, to identify and describe the input and output
data to be used in the step. The DD statement may be used to request a
previously-created data set, to define a new data set, to define a temporary data set, or to
define and specify the characteristics of the output.
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4.43 JCL streams and jobs

160

_1 Programmers create jobs
> Using JCL statements

_1 Jobs are submitted to and processed by:
> JES2 or JESS
> z/OS operating system

_1 Jobs have one or more job steps

Figure 4-43 JCL streams and jobs

JCL streams and jobs

For the operating system to process a program, system programmers or application
programmers must perform certain job control tasks. These tasks are performed through the
job control statements, which consist of:

1. JCL statements, as mentioned before
2. JES2 control statements or JES3 control statements

MVS uses a job entry subsystem (JES) to receive jobs into the operating system, schedule
them for processing by MVS, and control their output processing. JES2 is descended from
HASP (Houston automatic spooling priority). HASP is defined as a computer program that
provides supplementary job management, data management, and task management
functions such as: scheduling, control of job flow, and spooling. HASP remains within JES2
as the prefix of most module names and the prefix of all messages sent by JES2 to the
operator.

JES2 (job entry subsystem 2) is a functional extension of the HASP Il program that receives
jobs into the system and processes all output data produced by the job. So, what does all that
mean? Simply stated, JES2 is that component of MVS that provides the necessary functions
to get jobs into, and output out of, the MVS system. It is designed to provide efficient spooling,
scheduling, and management facilities for the MVS operating system.

But, none of this explains why MVS needs a JES. Basically, by separating job processing into
a number of tasks, MVS operates more efficiently. At any point in time, the computer system
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resources are busy processing the tasks for individual jobs, while other tasks are waiting for
those resources to become available. In its most simple view, MVS divides the management
of jobs and resources between the JES and the base control program of MVS. In this manner,
JES2 manages jobs before and after running the program; the base control program
manages them during processing.

JES2 compared to JES3

IBM provides two JESs from which to choose: JES2 and JES3. In an installation that has only
one processor (computer), JES2 and JESS3 perform similar functions. That is, they read jobs
into the system, convert them to internal machine-readable form, select them for processing,
process their output, and purge them from the system. However, for an installation that has
more than one processor in a configuration, there are noticeable differences in how JES2
exercises independent control over its job processing functions. That is, within the
configuration, each JES2 processor controls its own job input, job scheduling, and job output
processing. In a sysplex environment, it is possible to configure JES2 to share spool and
checkpoint data sets with other JES2 systems in the same sysplex. This configuration is
called Multi-Access Spool (MAS).

In contrast, JES3 exercises centralized control over its processing functions through a single
global JES3 processor. This global processor provides all job selection, scheduling, and
device allocation functions for all the other JES3 systems. The centralized control that JES3
exercises provides increased job scheduling control, deadline scheduling capabilities, and
increased control by providing its own device allocation.
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4.44 JES control statements in JCL
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1 Controls the input and output processing of jobs

> JES2
- *JOBPARM
- /*MESSAGE

— /*ROUTE
- /"XEQ
- efc...

> JES3

— //*OPERATOR
— //*ROUTE XEQ
— /[*"PROCESS
- /*MAIN

- efc...

Figure 4-44 Coding JES2 and JES3 control statements in a JCL

JES control statements in JCL

Code JES control statements after JOB card JCL statement. The exception is for //*PAUSE,
JESS3 appears before the JOB statement or between its continuation. JES2 and JESS ignore
control statements in a procedure.

The rules for coding JES2 control statements are the same as the rules for JCL statements,
with the following additions:

» Columns 1 and 2 always contain the characters /*

» Where comments are needed, code a JCL comment statement: //*.

» If you code the same parameter on the same statement more than once, JES2 uses the
value in the last parameter.

The rules for coding JES3 control statements are the same as the rules for JCL statements,
with the following additions:

» Generally, the characters //* are in columns 1 to 3. Some JES3 control statements must
contain only a single /* in columns 1 and 2.

» Columns 3 and 4 must not be blank.

» To code a comment on a JES3 control statement, code a blank after the control
statement, and end the comment before column 72.
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4.45 Introduction to JCL: Creating a data set

1 Coding rules

1 Creating a data set using JCL

EDIT MIRIAM.PRIVATE.JCLLIB(JOB1) - 01.05 Columns 00001 00072
Command ===> Scroll ===> HALF
KK KK KK K K KK KK K K K KK KK K K K K K KK K K K K K KK K Top OT Data %%k KKK % K K K K K K K K XK XK K K K K K KX XK
0o0pO1 //MIRIAM2 JOB 19,MIRIAM, NOTIFY=&SYSUID,MSGCLASS=T,

000002 // MSGLEVEL=(1,1),CLASS=A

0POPO3 //STEP1 EXEC PGM=IEFBR14

OOBOOA f f Mmoo *
000005 //x THIS IS AN EXAMPLE OF A NEW DATA SET ALLOCATION
000006 / /K- *
000007 //NEFWDD DD DSN=MIRIAM.TEFBR14.TEST.NEWDD,

000008 // DISP={NEW,CATLG. DELETE), UNIT=SYSDA,

000009 // SPACE=(CYL, (10, 10,45)), LRECL=80, BLKSIZE=3120

MOKOK KKK KK KK KKK KR ROE KKK R KR KRR R KKK E BOtLom oOF Datla sk r s kg ok K % 5 K K K ¥ K K K K K K K K KKK

Figure 4-45 Creating jobs: An introduction to JCL

Introduction to JCL: Creating a data set
First of all, you need to know the basic JCL codification rules. The JCL statements:

» Start in column 1, and are identified by a // at the beginning of the line.
» The commentary lines are identified by a //* at the start of the line.

» Are coded from column 1 to column 71.

» A comma (,) indicates that the statement has continuation.

» A continuation of a statement must start between columns 4 and 16.

» // and the rest of statement with blanks indicates the end of the job.

» Key words are in uppercase.

Comments must be separated from the operators parameter by at least one blank.

In “Allocating data sets: Ultility option” on page 135, you learned how to allocate a data set
using ISPF dialogs. Now, we show you how you can create a data set using JCL control
statements.

Besides submitting jobs to a system, you can use JCL statements to create, delete, catalog,
or uncatalog data sets. Figure 4-45 shows the JCL we use to create a data set and to review
some of the fundamental JCL statements. For more details, refer to z/0S MVS JCL
Reference, SA22-7597.
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4.46 JCL: JOB statement
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1 Create a member using ISPF edit
1 Create JCL statements
> JOB card statement -
> EXEC statement
> DD statement

EDIT MIRIAM.PRIVATE.JCLLIB(JOB1) - 01.05 Columns 00001 00072
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Figure 4-46 The JOB card

JCL: JOB statement

Create a member to insert your JCL control statements. You already know how to create a
member in a partitioned data set (see “Edit Entry Panel” on page 142 to review). The first
statement you code is the JOB statement, also known as the JOB card. The JOB statement
marks the beginning of a job and tells the system how to process the job.

In our exercise of creating a job using JCL, we used the JCL shown on the box in Figure 4-46.
The JOB card and its parameters are highlighted by the inner box (lines 000001 and 000002).

The first line of the JOB1 member is the job statement. It specifies parameters to be used by
the job entry subsystem to schedule this job for processing. The format of the job card, and
the importance of the data specified in the job card vary from installation to installation. The
following fields are important:

Jobname The first field is the jobname, in this case MIRIAM2. It can have up to
eight characters. Some sites perform security checking against the job
name to ensure standards, usually the ID of the user who submitted
the job. Let us suppose the standard is: user ID suffixed with at least
one alphanumeric character. If MIRIAM is the user ID, MIRIAM2
matches the standards. Other sites might not have any job name
restrictions.

JOB Identifies the job to the system, when submitted. It must be present,
must follow the jobname and there must be at least one space
between them.
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Account

Programmer name

Notify

Msgclass class

Msglevel

Job class

Some sites use this field for accounting and job processing
information. In the example, the value is 19.

The next field is the programmer name field, which you can use to
identify the member name, for example. In the example, MIRIAM is the
member name.

Tells the system where to send “job complete” information. &SYSUID
tells the system to automatically insert your user ID here, so the
information will be sent to you.

MSGCLASS= assigns the job log to an output class. The output class and
its characteristics are identified in a parameter file used at JES
initialization.

Tells the system to reproduce this JCL code in the output, and to
include allocation messages.

The CLASS= field identifies the JES job class this job will execute under.
In the example, CLASS=A is the JES job class. Many sites do not use
this option, and the JES class is set according to your user ID. Job
classes are set up at JES initialization.
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4.47 JCL: EXEC statement
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1 EXEC statement —
> Region size
— REGION=4096K
> Process conditions from previous steps
— COND=(0,NE)
— COND=(0,NE,STEP1)
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Figure 4-47 EXEC statement parameters

JCL: EXEC statement

The EXEC Statement identifies the step and the program to be executed. In our job, we have
just one step, arbitrarily identified by the name STEP1, and we invoke the IEFBR14 program.
This program comes in all installations and it does nothing, just receives the control and gives
it back to the system; that’s why it is good for using some JCL capabilities.

In the EXEC you specify:

Step name In the example STEP1 gives a name to the step. You could have called the step
name, IEFBR14, or any name that will help you identify the step. In a large job,
with many steps, unique step names can assist you when diagnosing
problems. The choice is up to you.

EXEC Identifies a step job. It must be present.

PGM= Specifies the name of the program to be executed. In this case the program
name is IEFBR14.

Two other parameters that you might use on the EXEC are:

» The REGION parameter specifies the quantity of virtual storage (or central storage when
ADDRSPC=REAL is coded) a step requires. If no REGION parameter is specified, the system
uses an installation default specified at JES initialization. Some programs may need more
storage than is allowed by default. To permit the program to get more storage, you can
code the REGION parameter as follows:

//STEP1 EXEC PGM=progname ,REGION=4096K.
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This permits the programs to get up to 4 MB of storage below 16 MB and up to the
installation default storage above 16 MB (IBM default is 32 MB).

The COND parameter is used to inform the system to test return codes from previous job
steps and determine whether to bypass this job step. You can specify one or more tests
on the COND parameter, and you can test return codes from particular job steps or from
every job step that has completed processing. If the test conditions are satisfied, the
system evaluates the COND parameter as true and bypasses the job step. If the test
conditions are satisfied, the system evaluates the COND parameter as false and executes
the job step. For example:

//STEP2 EXEC PGM=IEFBR14,COND=(0,NE)

With this statement, the system checks the return code from all previous steps, and if they
were not equal to zero, then does not execute this step. You could also check for return
codes that are EQual to, GT (greater than), LT (less than), GE (greater than or equal to), and
LE (less than or equal to). You can check the return code in a specific step by coding:

//STEP2 EXEC PGM=IEFBR14,COND=(0,NE,STEP1)
With this statement, if STEP1 ends with return code zero, then STEP2 is executed.
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4.48 JCL: EXEC statement
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1 DD statement
> DD name
— As referred by the program
1 DSN=
> The data set name
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Figure 4-48 JCL: DD statement parameters

JCL: EXEC statement

It should be reiterated at this time that the program IEFBR14 actually does nothing. But it
enables you to submit a valid job and the system can process the DD statements identified in
the JCL. This allows you to allocate, delete, catalog, and uncatalog data sets by using a batch
process. At job initialization, once the program IEFBR14 has been located, the system
allocates the data sets specified in the DD statements, then the control is passed to program
IEFBR14, which does nothing, and you get notified that your job is done.

The DD (data definition) statement describes a data set and specifies the input and output
resources needed for the data set. The DD statement is highlighted in Figure 4-48 and
identifies the data set we want to create.

This statement shows some of the parameters that can be coded in a DD statement.

DDname Used to give a name to DD. NEWDD is the name assigned in the example. The
programs refer to DD names instead of dsnames. So, unless a program allocates
dynamically, all ddnames referred by a program must be coded. For example, if a
program in a step needs a file identified as OUTFILE, you must code a DD named
OUTFILE, identifying the relevant data set. In the example, IEFBR14 does not use
data sets, so you can choose any ddname you want.

DSN Used to identify the data set. In the example MIRIAM. IEFBR14.TEST.NEWDD is the
data set.
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4.49 DD statement parameters: DISP, UNIT

1 DISP parameter

> Control concurrent access to data set

> What to do with the data set at end of processing
1 UNIT parameter

> What type of device is the data set allocated on
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Figure 4-49 JCL DD statement parameters: DISP, UNIT

DD statement: DISP parameter
The DISP parameter describes the status of a data set to the system and tells what to do with

the data set after termination of the step or job. You specify this value for both normal and
abnormal termination.
The first field identifies the STATUS of the data set and how to control access to it. It can be:

NEW Indicates the data set will be created and the job will have exclusive control of the
data set. That means no other job can access this data set until the last step in this
job that refers to this data set ends. NEW is the default.

oLD Indicates the data set exists and the job requires exclusive access to it.

MOD Indicates that if the data set exists, data will be appended to the end of the data set;
otherwise, a new data set will be created. The job requires exclusive access to the
data set.

SHR Indicates that the data set can be shared by other users.

The second field in the DISP parameter indicates to the system what to do with the data set
when the step finishes NORMAL. It can be:

CATLG Catalog the data set

UNCATLG Uncatalog the data set

DELETE Delete the data set
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PASS Pass the data set to the subsequent steps
KEEP Keep the data set intact

The third field in the DISP parameter indicates the ABNORMAL completion action. It can be:
DELETE, CATLG, UNCATLG, or KEEP.

In the example, the status field specifies to create the data set; in the normal termination of
the step, to catalog; and in abnormal termination to delete the data set. To delete a data set
that exists you code its DSN and DISP=(0OLD,DELETE,DELETE).

DD statement: UNIT parameter

This parameter identifies the device or type of device on which the data set will be allocated.
You use this parameter to specify the number of devices to be used. If the data set exists, you
only need to specify the device type if the data is not cataloged. Most installations now
administer disk storage with the Storage Management System (DFSMS). With SMS, you do
not need to use the UNIT parameter to specify a device for SMS-controlled data sets. Some
common examples are:

UNIT=SYSDA Allocates the data set on a direct access device (DASD)
UNIT=3390 Allocates the data set on a 3390 type disk
UNIT=SYSALLDA  Allocates the data set on a direct access device (DASD)
UNIT=TAPE Allocates the file on a TAPE device
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4.50 DD statement parameters: SPACE, LRECL, BLKSIZE

1 SPACE parameter

> How much space to give the data set
1 LRECL parameter

> What is the size of each record in the data set
1 BLKSIZE parameter

> What is the block size (records in a block)
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Figure 4-50 DD statement parameters: SPACE, LRECL, BLKSIZE

DD statement: SPACE parameter

The SPACE DD parameter is required for allocating data sets on DASD. It identifies the space
allocation required for your data set. Before a data set can be created on disk, the system
must know how much space the data set will require and how the space is to be measured.
You can code it as follows:

SPACE=(type, (primary-qty,second-qty,directory))

Where type can be:

TRK Requests that space be allocated in tracks.
CYL Requests that space be allocated in cylinders.
block length Specify here the block length to request an allocation in number of

blocks. Indicates that the values specified for primary and secondary
allocations are block quantities, and directs the system to compute the
number of tracks to allocate using a block length. For example,
SPACE=(3150, (5,1)) means that the system will allocate five blocks, each
block having 3150 bytes, as primary space and one block as secondary

space.

record length Specifies that the average record length in bytes will be used to allocate
space. This is only applicable if SMS is active and the AVGREC parameter
is coded.
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The system allocates DASD space in whole tracks. The number of tracks required depends
on how the records are blocked.

primary-qty Specifies the initial allocation amount.

secondary-qty Specifies an additional allocation amount. The system does not allocate
additional space until it is needed.

directory You must code for a partitioned data set, to indicate the number of blocks
the system must reserve for the directory. Partitioned Data Sets Extended
(PDSE) grow dynamically; if you specify directory size, SMS uses the size
you specify only if you later convert the PDSE to a PDS. Omit this
parameter for sequential data sets.

Some examples of how you can code are:

SPACE=(TRK,4) To allocate space to a sequential data set, requesting four tracks,
only primary space.

SPACE=(CYL, (5,2)) To allocate space to a sequential data set, five cylinders as primary
allocation space and two cylinders as secondary.

SPACE=(CYL, (10,,100) To allocate space to a partitioned data set, only primary allocation
of 100 cylinders and 100 directory blocks.

LRECL and BLKSIZE parameters

Programs access data sets through ddnames. The ddnames are defined in the programs.
Like them, data set characteristics like data set organization, logical record size and record
size are also defined for the programs. During the allocation process you have to specify
some of these characteristics. Some DD statement parameters you can use to specify the
data set characteristics are:

LRECL Identifies the data set logical record size.
BLKSIZE Specifies the maximum length, in bytes, of a block.

RECFM Identifies the record format.

DSORG Identifies the data set organization. If you do not specify DSORG, the system uses
the information in SPACE to determine if the data set should be sequential or
partitioned

These parameters are part of Data set Control Block (DCB) information and can be coded in
the JCL as follows:

// DCB=(LRECL=80,BLKSIZE=3120,RECFM=FB,DSORG=P0)

or as individual parameters, without the need to specify the DCB=(....) parameter, for
example:

/1 LRECL=80,

/1 BLKSIZE=3120,
/! RECFM=FB,

/1 DSORG=P0O

If BLKSIZE is not specified, the system will determine what it considers to be an optimum block
size for the device type on which the data set will be allocated. For a data set with fixed record
format (all records with same size), the BLKSIZE must be a multiple of LRECL. For variable
record size, the BLKSIZE must be a multiple of the greatest record plus four.
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4.51 Submitting a job
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Figure 4-51 Submitting a job

Submitting a job

You have now created the data set MIRIAM.PRIVATE.JCLLIB, built your JCL member JOB1,

and now you are ready to SUBMIT this job.

To submit the JCL stream, enter submit (sub) on the command line. The TSO/E command

processor sends the JCL statements to JES.

After entering the command, you receive the following message indicating that your job was

submitted successfully, as shown in Figure 4-51:
JOB jobname (jobnumber) SUBMITTED
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4.52 Spool Display and Search Facility (SDSF)

174

1 Time Sharing Option/Extended - (TSO/E)

1 Interactive System Productivity Facility - (ISPF)

_1 Job Control Language - (JCL)

—=[_] Spool Display and Search Facility - (SDSF)

Figure 4-52 Spool Display and Search Facility (SDSF)

Spool Display and Search Facility (SDSF)

SDSF is a licensed program that helps authorized users efficiently monitor and control the
operation of an MVS/JES2 system.

With SDSF you can authorize your MVS/JES2 users to:

Control job processing (hold, release, cancel, and purge jobs)

Monitor jobs while they are being processed

Display job output before deciding to print it

Manage the system's workflow

Control the order in which jobs are processed

Determine the number of output jobs and the total number of records to be printed
Control the order in which output is printed

Control printers and initiators

View the MVS* system log online and use commands to search for specific information in
the log

Dynamically change job data set output descriptors

Issue JES2 and MVS commands that affect their jobs

Print selected lines of the JES2 output data set

Edit JCL direct from spool

VyVVYyVYyYVYVYVYYVYYVYY

vyvyyvyy
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4.53 SDSF: Panels hierarchy
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Figure 4-53 SDSF: Panels hierarchy

SDSF: Panels hierarchy
SDSF consists of panels that provide immediate information about jobs, printers, queues, and
resources in an MVS/JES2 system. The SDSF panel hierarchy is illustrated in Figure 4-53.

From these panels, authorized users can enter SDSF commands to control the processing of
jobs and the operation of system resources. Authorized users also can issue MVS and JES2
system commands from the SDSF panels.
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4.54 SDSF: Primary option menu
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Figure 4-54 SDSF: Primary option menu

SDSF: Primary option menu

In this section we discuss the SDSF facility and how you can use its functions to monitor and
manage your workloads. We see how SDSF can be used to display job input and output data,
and purge (delete) jobs that are on the input, output, or held queues. We review the
monitoring functions of SDSF that enable you to evaluate the current workload, and enable
you to cancel, hold, or reschedule work.

SDSF can be invoked from ISPF menus, but the setting of the options is often customized by
each site differently. You will have to review your site's ISPF menus to find the SDSF option.
Alternatively, issuing the TS0 SDSF command, from the Command ===> line invokes SDSF.
After choosing this option, the panel you receive will be similar to the one in Figure 4-54.
However, it may not have all the same options shown in the figure; the options vary according
to the security level of the user. The authority to perform functions within these options also
varies according to the security level of the user. It is possible to control most system
functions by using the SDSF facility. The scope of the functions includes reviewing job output,
controlling the processing of jobs (both their input and output), printer control, operator
functions, and system administration.
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4.55 SDSF: Options menu

Display Filter WView Print Options Help

HQX7707 ————————————————— sSD __ 1. Set action character display...
COMMAND INPUT ===3 2. Find limit. ..
3. Change include SYSIN to ON
DA Active users 4. Set bookshelf. ..
I Input queue 5. Set display values to OFF
0 Output queue 6. Set screen characteristics. ..
H Held output queue 7. Set delay for responses...
5T Status of jobs 8. Set communications timeout. ..
9. Set console name. ..
LOG System log 10. Set search characters...
SR System requests 11. Assign PF keys...
MAS Members in the MAS 12. Change show PF keuys to OFF
JC Job classes 13. Set language for help and tutorial...
SE Scheduling environments 14. Set cursor to OFF
RES WLM resources 15. Set confirmation to OFF
ENC Enclaves 16. Operlog limit for filter...
PS Processes 17. Set date format. ..
18. Set log default. ..

END Exit SDSF

F1=HELP F2=SPLIT F3=END F4=RETURN FS=IFIND F6=B0O0OK
F7=UP F8=DOWN F9=SWAP F10=LEFT F11=RIGHT F12=RETRIEVE

Figure 4-55 SDSF: Options menu

SDSF: Options menu

Before choosing any option, place the cursor in the menu action bar, select Options, and
press Enter. Option 5 shows Set display values to OFF. If you then choose this option, the
display options value will be set to OFF. You get the same result by issuing the SDSF
command SET DISPLAY OFF in the COMMAND INPUT line.

You can customize your SDSF panels by choosing the View option in the action bar and then
the Arrange option. You do that for each panel where the Arrange option is available and
choose the fields in the order you want them. SDSF stores the information in your ISPF/PDF
profile data set and uses them the next time you enter any SDSF options.
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4.56 SDSF: Viewing the JES2 output files

178

Screen 1

Display Eilter VMiew Print Q0Options Help

SDSF HELD OUTPUT DISPLAY ALL CLASSES LINES 44 LITNE 1-1 (1)

COMMAND INPUT ===> SCROLL ===> PAGE
PREFIX¥=% DEST=(ALL) OWNER=x SYSNAME=

NP JOBNAME JobID Owner Prty C ODisp Dest Tot-Rec Tot-
?_ MIRIAM2 JOB26044 MIRIAM 44
Screen 2

Display Filter Miew Print Options Help

SDSF JOB DATA SET DISPLAY - JOB MIRIAMZ (JOB26044) LINE 1-3 (3)

COMMAND INPUT ===> _ SCROLL ===> PAGE

PREFIX=x DEST=(ALL) OWHMER=% SYSHAME=

NP DDNAME StepName ProcStep DSID Owner C Dest Rec-Cnt Page
JESMSGLG JES2 2 MIRIAM 20
JESJCL JES2 3 MIRIAM 12
JESYSMSG JES2 4 MIRIAM 12

Figure 4-56 SDSF: Viewing the JES2 output files

SDSF: Viewing the JES2 output files

You can see the JES output data sets created during the execution of your batch job. They
are saved on the JES spool data set. You can see the JES data sets in any JES queue: input
(i SDSF option), execution queue (DA option), output queue (O option) or held queue (H
option).

For output and held queues, you cannot see those JES data sets you requested to be
automatically purged by setting a MSGCLASS out sysout CLASS that has been defined to
not save output. Also, depending on the MSGCLASS you chose in the JOB card, the sysouts
can be in the Output queue or in the Held queue.

The first screen shown in Figure 4-56 displays a list of the jobs we submitted and whose
output we directed to the HELD (Class T) queue, as identified in the MSGCLASS=T parameter in
the job card. In our case only one job has been submitted and executed. Therefore, we only
have one job on the held queue.

Issuing a question mark (?) command in the NP column displays the output files generated by
job 7359. The second screen shown in Figure 4-56 displays three ddnames: JES2 messages
log file, JES2 JCL file, and JES2 system messages file. This option is useful when you are
seeing jobs with many files directed to SYSOUT and you want to display one associated with
a specific step. You issue an S in the NP column to select a file you want.

To see all files, instead of a question mark (?), type S in the NP column; the result is shown in
Figure 4-57 on page 179.
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JES2 J0OB LOG -- SYSTEM SC64 -- NODE

13.19.24 J0B26044 ---- WEDNESDAY, 27 AUG 2003 ----
13.19.24 JOB26044 IRRO10I USERID MIRIAM IS ASSIGNED TO THIS JOB.
13.19.24 JOB26044 ICH70001I MIRIAM  LAST ACCESS AT 13:18:53 ON WEDNESDAY, AUGU

13.19.24 JOB26044 $HASP373 MIRIAM2 STARTED - INIT 1 - CLASS A - SYS SC64
13.19.24 J0OB26044 IEF4031 MIRIAM2 - STARTED - ASID=0027 - SC64

13.19.24 J0B26044 - --TIMINGS (MINS.)--
13.19.24 J0B26044 -JOBNAME STEPNAME PROCSTEP RC  EXCP CPU SRB  CLOCK
13.19.24 J0B26044 -MIRIAMZ STEP1 00 9 .00 .00 .00
13.19.24 JOB26044 TIEF4041 MIRIAM2 - ENDED - ASID=0027 - SC64

13.19.24 JOB26044 -MIRIAM2 ENDED. NAME-MIRIAM TOTAL CPU TIME=

13.19.24 J0B26044 $HASP395 MIRIAM2 ENDED
—————— JES2 JOB STATISTICS ------
27 AUG 2003 JOB EXECUTION DATE
11 CARDS READ
44 SYSOUT PRINT RECORDS
0 SYSOUT PUNCH RECORDS
3 SYSOUT SPOOL KBYTES
0.00 MINUTES EXECUTION TIME
1 //MIRIAM2 JOB 19,MIRIAM,NOTIFY=&SYSUID,MSGCLASS=T,
// MSGLEVEL=(1,1),CLASS=A
IEFC653I SUBSTITUTION JCL - 19,MIRIAM,NOTIFY=MIRIAM,MSGCLASS=T,MSGLEVE
2 //STEP1 EXEC PGM=IEFBR14

/] ¥ e e e e e e e e *
//* THIS IS AN EXAMPLE OF A NEW DATA SET ALLOCATION
/] ¥ o e e e e e e *
3 //NEWDD DD  DSN=MIRIAM.IEFBR14.TEST1.NEWDD,
// DISP=(NEW,CATLG,DELETE) ,UNIT=SYSDA,
// SPACE=(CYL,(10,10,45)),LRECL=80,BLKSIZE=3120
4 //SYSPRINT DD SYSOUT=T
/*

ICH700011 MIRIAM  LAST ACCESS AT 13:18:53 ON WEDNESDAY, AUGUST 27, 2003
IEF2361 ALLOC. FOR MIRIAMZ2 STEP1

IGD100I 390D ALLOCATED TO DDNAME NEWDD DATACLAS ( )

IEF2371 JES2 ALLOCATED TO SYSPRINT

IEF1421 MIRIAMZ STEP1 - STEP WAS EXECUTED - COND CODE 0000

IEF2851  MIRIAM.IEFBR14.TEST1.NEWDD CATALOGED
IEF285I  VOL SER NOS= SBOX38.
IEF2851  MIRIAM.MIRIAMZ.J0B26044.D0000101.7 Sysout

IEF3731 STEP/STEP1  /START 2003239.1319
IEF3741 STEP/STEP1  /STOP 2003239.1319 CPU OMIN 00.00SEC SRB OMIN 00.00S
IEF3751 JOB/MIRIAM2 /START 2003239.1319
IEF3761 JOB/MIRIAM2 /STOP 2003239.1319 CPU OMIN 00.00SEC SRB OMIN 00.00S

Figure 4-57 SDSF displaying the output job

Figure 4-57 on page 179 shows the output for our job. The most important things to note are:

1. The RC or Return Code value is 00 which indicates a successful completion of the step.

2. The COND CODE or Condition Code is 0000 which indicates a successful completion of the
job.

3. The following messages show that the data set MIRIAM. IEFBR14.TEST.NEWDD was
allocated on disk volume SBOXA7, and was cataloged.

IEF2851 MIRIAM.IEFBR14.TEST.NEWDD CATALOGED
IEF2851 VOL SER NOS= SBOXA7
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4.57 SDSF: Display Active Users (DA)

Display Filter View Print Options Help

SDSF DA SC67 SC67 PAG 0 SIO 7 CPU 6/ 7 LINE 1-25 (64)

COMMAND INPUT ===> SCROLL ===> PAG

PREFIX=* DEST=LOCAL OWNER=* SORT=JOBNAME/A

NP JOBNAME STEPNAME PROCSTEP JOBID OWNER C POS DP REAL PAGING SIO
*MASTER* STC06373 +MASTER+ NS FF 1369 0.00 0.00
ALLOCAS ALLOCAS NS FF 190 0.00 0.00
ANTAS000 ANTASO00 IEFPROC NS FE 1216 0.00 0.00
ANTMAIN ANTMAIN IEFPROC NS FF 4541 0.00 0.00
APPC APPC APPC NS FE 2653 0.00 0.00
ASCH ASCH ASCH NS FE 267 0.00 0.00
BPXOINIT BPXOINIT BPXOINIT LO FF 315 0.00 0.00
CATALOG CATALOG IEFPROC NS FF 1246 0.00 0.00
CICSPAAY CICSPAAY CICS520 STC06504 STC NS FE 4330 0.00 0.00
CONSOLE CONSOLE NS FF 597 0.00 0.00
DFRMM DFRMM IEFPROC STC06363 STC NS FE 510 0.00 0.00
DFSMSHSM HSMSC67 DFSMSHSM STC13178 STC NS FE 6199 0.00 0.00
DUMPSRV  DUMPSRV  DUMPSRV NS FF 160 0.00 0.00
FTPDMVS1 STEP1 STC06477 STC LO FF 470 0.00 0.00
FTPDOE1l STEP1 STC06475 FTPDOE LO FF 469 0.00 0.00
GRS GRS NS FF 894 0.00 0.00
IEFSCHAS IEFSCHAS NS FF 25 0.00 0.00
IMWEBSUF IMWEBSUF WEBSRV STC15245 WEBSRV IN FE 15T 0.00 0.00

Figure 4-58 SDSF - Display Active Users (DA)

SDSF: Display Active Users (DA)

SDSF provides the ability to monitor the current system workload. The DA command displays
the active tasks and provides information about each task. This information includes CPU
usage for each task, the amount of CPU time that a task has used, and the Input/Output
related EXCP statistics. Figure 4-58 displays some of the data that this facility captures.
Press PF11 to move to the right and see all the available fields.

When you command DA 0TSU, SDSF displays only TSO users, DA 0J0B shows only the JES
jobs running, and DA 0STC shows only the active started tasks.

SDSF provides action commands you can use in the NP column. For example, from the
Active Users panel, a user can enter S in the NP column next to a job to look at the output
data set for that job. SDSF displays the output data set on the Output Data Set panel. You
may not have authority to issue some of the available commands. In this case, SDSF issues
a message in the top right of the panel. When you choose an action command, SDSF issues
the system command that corresponds to the action you chose.

To display which action commands can be used in an SDSF panel, issue the HELP command
in each option panel. Then choose option 3 - Action characters. A panel listing all the action
commands you can use in that option appears.
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4.58 Issuing MVS and JES commands

Display Filter View Print Options Help

HQX7707 ————————————————— SDSF PRIMARY OPTION MENU -- PARM INVALID
COMMAND INPUT ===> /SET PROG+ SCROLL ===> PAGE
DA System Command Extension
I
0 Type or complete typing a system command, then press Enter.
H
ST ===> SET PROG
===>
LO
SR Place the cursor on a command and press Enter to retrieve it.
MA More: +
Jc => DT
SE => CANCEL U=0RSI
RE =>» SET PROG
EN =>
PS =>
=2
EN =>
=>
F1=Help F2=Split F3=Cancel F5=FullScr F7=Backward
F8=Forward F9=Swap Fl11=ClearlLst F12=Cancel

Figure 4-59 Using SDSF to issued MVS and JES Commands

Issuing MVS and JES commands

If you are authorized, on the COMMAND INPUT ===> line of any SDSF panel you can issue any
MVS or JES2 command following a slash (/). If the command is too long, type + and two more
lines will appear to allow you to type the rest of the command. If you have authority, you can

use the ULOG option to see only your commands and their response.

Proceed with caution in the SDSF DA panel: If you issue a € (Cancel) action command
in the DA display it will cancel any task you select if you have the authority. Use this
command with caution if you are displaying major production tasks. Commands issued in
the DA display are issued against running tasks. Incorrect or careless use can cause major
problems.
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4.59 SDSF: Input queue panel

182

Display Filter View Print Options Help

SDSF INPUT QUEUE DISPLAY ALL CLASSES LINE 1-7 (7)
COMMAND INPUT ===3> _ SCROLL ===> PAGE
PREFIX=x DEST=(ALL) OWNER=x SYSNAME=
NP JOBNAME JobID Owner Prty C Pos PrtDest Rmt Node SAT
BARTR1DB JOBO6472 BARTR1 10 A LocnAL 1
BARTR1DB JOBO6479 BARTR1 10 A LOCAL 1
BARTR1DB JOBOG6561 BARTR1 10 A LOCAL 1
BARTR1DB JOBO6565 BARTR1 10 A LOCAL 1
BARTR1DB JOBOG6568 BARTR1 10 A LOCAL 1
BARTR1DB JOBO6588 BARTR1 10 A LocnAL 1
BARTTEP1 JOBO9138 BART 10 A LOCAL 1 SCB
F1=HELP F2=SPLIT F3=END F4=RETURN F5=IFIND F6=BO0K
F7=UP F8=DOWN F9=SWAP F10=LEFT F11=RIGHT F12=RETRIEVE

Figure 4-60 SDSF: Input queue panel

SDSF: Input queue panel

The input queue panel provides information about jobs, TSO users, and started tasks that are
on the JES2 input queue or are being processed by the system. Users display this
information by entering i on the command input line of any SDSF panel. An example of this
panel is shown in Figure 4-60.

This figure shows only a subset of the fields of information that are available on the Input
Queue panel. You can scroll right, left, up, and down throughout this panel. Also you can
control the scroll using the SCROLL ===> field. You can use, for example, C (CSR), to better
control the scroll.
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4.60 SDSF: Output queue panel

Display Filter View Print Options Help
SDSF OUTPUT ALL CLASSES ALL FORMS LINES 304,174 LINE 1-24 (266)
COMMAND INPUT ===> _ SCROLL ===> PAGE
PREFIX=x DEST=(ALL) OWNER=x SYSNAME=
NP JOBNAME JoblID Owner Prty C Forms Dest Tot-Rec
RMF STC16499 STC 144 A STD LOCAL
JJONESDB JOB17936 JJONES 144 A STD LOCAL 34
JJONESDB JOB17937 JJONES 144 A STD LOCAL 145
RMF STC17097 STC 144 A STD LOCAL
RMF sSTC18679 STC 144 A STD LOCAL
RMF STC13665 STC 144 A STD LOCAL
LUTZ TSUZ0005 LUTZ 144 A STD LOCAL 24
LUTZ TSU20206 LUTZ 144 A STD LOCAL 24
LUTZ TSU20555 LUTZ 144 A STD LOCAL 24
ARSO1X JOB20692 TWSRES1 144 A STD LOCAL 29
ARSBD1X JOB20693 TWSRES1 144 A STD LOCAL 29
ARSO1X JOB20717 TWSRES1 144 A STD LOCAL 29
LDAPKI STC19980 LDAPKI 144 A STD LOCAL 54
RMF 5TC19444 STC 144 A STD LOCAL
HSM STC21908 STC 144 A STD LOCAL 19
HSM STC21908 STC 144 A STD LOCAL 18
HSM STC21908 STC 144 A STD LOCAL 19
HSM STC21908 STC 144 A STD LOCAL 19
HSM STC21908 STC 144 A STD LOCAL 2
HSM STC21908 STC 144 A STD LOCAL 2
HSM STC21908 STC 144 A STD LOCAL 2
TWS JoB22149 vBUDI 144 A STD LOCAL 354
TWS JoB22151 VBUDI 144 A STD LOCAL 375
TWS JoB22153 VBUDI 144 A STD LOCAL 101
F1=HELP F2=SPLIT F3=END FA=RETURN F5=TFIND F6=B0OO0OK
F7=UP F8=D0WN Fa=SWAP F10=LEFT F11=RIGHT F12=RETRIEVE

Figure 4-61 SDSF: Output queue panel

SDSF: Output queue panel
The SDSF 0 command displays the non-held output queue. The Output Queue panel

provides information about output data sets for jobs, TSO users, and started tasks that are on
a JES2 output queue. Users display this information by entering o on the command input line
of any SDSF panel. An example of this panel is shown in Figure 4-61.

You might want to use the PREFIX command to limit the entries in the display. For example,

» PREFIX, with no parameter displays all jobs for which you are authorized.

» PREFIX MQ* displays all jobs that start with the name MQ.

» PREFIX M%%R* displays all jobs that begin with M and have R in the fourth position.

The default, when you first enter SDSF, is your logon ID prefix. If SDSF is not displaying what

you expect, issue the SET DISPLAY ON command. This controls the display of values you have
set for PREFIX, DEST, OWNER, SORT, and FILTER.

The following is an output display using prefix DB2*.

NP JOBNAME StepName ProcStep JobID Owner C Pos DP Real Paging SI0
DB2GDBM1 DB2GDBM1 IEFPROC STC04424 STC NS FE 9826 0.00 0.00
DB2GDIST DB2GDIST IEFPROC STC04425 STC NS FE 2313 0.00 0.00
DB2GIRLM DB2GIRLM STC04423 STC NS FE 284 0.00 0.00
DB2GMSTR DB2GMSTR IEFPROC STC04422 STC NS FE 1887 0.00 0.00
DB2GSPAS DB2GSPAS IEFPROC STC04426 STC NS FB 982 0.00 0.00
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4.61 SDSF: Held Output queue panel

184

Display FEilter VMiew Print Q0Options Help

SDSF HELD OUTPUT DISPLAY ALL CLASSES LINES 194 LINE 1-6 (B)

COMMAND INPUT ===> _ SCROLL ===> PAGE

PREFIX=x DEST=(ALL) OWNER=x SYSNAME=

NP JOBNAME  JobID Owner Prty C 0ODisp Dest Tot-Rec Tot-
MIRIAMZ JOB26044 MIRIAM 144 T HOLD LOCAL 44
MIRTIAMZ JOB26069 MIRIAM 144 T HOLD LOCAL 30
MIRTIAM3 JOB26070 MIRIAM 144 T HOLD LOCAL 30
MIRIAM4 JOB26071 MIRIAM 144 T HOLD LOCAL 30
MIRIAMS  JOB26072 MIRIAM 144 T HOLD LOCAL 30
MIRIAMGE JOB26073 MIRIAM 144 T HOLD LOCAL 30

F1=HELP F2=SPLIT F3=END F4=RETURN F5=IFIND F6=B0O0K

F7=UP F8=DOWN FO=SWAP F10=LEFT F11=RIGHT F12=RETRIEVE

Figure 4-62 SDSF: Held Output queue panel

SDSF: Held Output queue panel

The Held Output queue panel provides information about output that is being held on any
JES2 output queue. Users display this information by entering h on the command input line of
any SDSF panel. An example of this panel is shown in Figure 4-62. This figure shows only a
subset of the information available on the Held Output queue panel. From this panel, a user
can look at the output for a specific job and then decide to print or purge the output.
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4.62 SDSF: Status panel

Print Options Help

Display Filter View
SDSF STATUS DISPLAY ALL CLASSES
COMMAND INPUT ===> _
PREFIX=x DEST=(ALL)
NP JOBNAME JobID

BARTR1DB JOBOG472
BARTR1DB JOBO6479
BARTR1DB JOBOG6561
BARTR1DB JOBOG6565
BARTR1DB JOBOG6568
BARTR1DB JOBO6588
BARTTEP1 JOB0O9138
TWSSTD3 TsSU26002
KMT 1 TSU26024
MIRIAM TSU26043
HAIMO TSU26050
BARTR4 TSU26051
RAVI TSU26052
BARTR2 TSU26060
VBUDI TSU26062
SYSLOG STC24863
RACF STC24871
SYSLOG 5TC24931
RACF sTC24941
OPTSO STC24857
0AM STC24858
RMF 5TC24855
SDSF STC24862
ASCHINT STC24867
F1=HELP F2=SPLIT
F7=UP F8=DOWN

OWNER=% SYSNAME=
Owner Prty Queue c
BARTR1 10 EXECUTION A
BARTR1 10 EXECUTION n
BARTR1 10 EXECUTION A
BARTR1 10 EXECUTION A
BARTR1 10 EXECUTION A
BARTR1 10 EXECUTION A
BART 10 EXECUTION n
TWSSTD3 15 EXECUTION
KMT 1 15 EXECUTION
MIRIAM 15 EXECUTIOHN
HAIMO 15 EXECUTION
BARTR4 15 EXECUTIOHN
RAVI 15 EXECUTION
BARTRZ 15 EXECUTION
VBUDI 15 EXECUTIOHN
+MASTER+ 15 EXECUTION
RACF 15 EXECUTIOHN
+MASTER+ 15 EXECUTION
RACF 15 EXECUTION
STC 15 EXECUTIOHN
STC 15 EXECUTION
STC 15 EXECUTIOHN
STC 15 EXECUTION
STC 15 EXECUTION
F3=EHND F4=RETURN
F9=SWAP F10=LEFT

Pos SAfT

F5=IFIND
F11=RIGHT

LINE 1-

24 (3281)
SCROLL ===> PAGE

ASys Status

SC63 ARMELEM

F6=B0O0K
F12=RETRIEVE

Figure 4-63 SDSF: Status panel

SDSF: Status panel

The Status panel provides information about jobs, started tasks, and TSO users that are on

any of the JES2 queues. Users display this information by entering st on the command input
line of any SDSF panel. An example of this panel is shown in Figure 4-63. This figure shows
only a subset of the fields of information available on the Status panel.
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4.63 SDSF: Tutorial

186

Display Filter VWiew Print Options Help

TUTOR - System Display and Search Facility
COMMAND THPUT ===

The SDSF tutorial introduces SDSF and lets you
try some of SDSF's most useful functions. For detailed
information such as command syntax, use the help facility.

The whole tutorial takes about 25 minutes. Press Enter to
begin viewing it, or begin with a particular topic by
typing one of the numbers below:

1 - Using the tutorial 5 - Purging output

2 - SDSF panels 6 - Controlling jobs

3 - Monitoring jobs 7 - Printing data

4 - Displaying output 8 - Filtering and sorting

9 - Quick summary
Fl=Help F2=Split F5=Exhelp F7=Up F9=Swap

F10=Previous Fll=Index Fl12=Cancel
F1=HELP F2=SPLIT F3=END FA=RETURN F5=IFIND F6=B0O0K
F7=UP F8=DOWN F9=SWAP F10=LEFT F11=RIGHT F12=RETRIEVE

Figure 4-64 SDSF: Tutorial

SDSF: Tutorial

You can use the Tutorial Panel to get familiar with all the SDSF functions. This panel is
displayed when you Enter the command tutor on the command line.

The tutorial shows you some basic functions of SDSF. Some parts of the tutorial ask you to
enter information on simulated SDSF panels. These simulated panels respond to your input.
Interacting with the simulated panels will help you learn how SDSF works. However, if you
prefer, the system will provide the input on interactive panels if you simply press Enter twice.
Except on the interactive tutorial panels, SDSF commands are not valid on tutorial or help
panels.
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z/0OS delivery and installation

z/OS consists of base elements and optional features. The base elements deliver essential
operating system functions. The optional features are orderable with z/OS, and provide
additional operating system functions.

Because the base elements and optional features of z/OS are integrated into a single
package with compatible service levels, you must install, with few exceptions, the entire z/OS
product. You can install z/OS using one of several IBM packages.

This chapter presents the available z/OS delivery options to install z/OS, as follows:

» ServerPac

» CBPDO

» SystemPac

» SoftwareXcel

» Entry Server Offering

In addition, this chapter describes briefly the download process and installation steps for
using the ServerPac installation option.

Note: When you order any one of the installation packages, you will receive a
comprehensive installation guide, detailing the installation tasks step-by-step from the
beginning of the installation until you IPL your system.

For example, if you choose the ServerPac installation package, you receive the
ServerPac: Installing Your Order documentation that is tailored to your order for
installation. This document is unique to your environment and is based on what you have
ordered.
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5.1 z/OS installation overview

ServerPac

Install
D v /O S Fee-based

SYSPROG

Figure 5-1 System programmer installing z/OS

z/0S installation overview

Prior to z/OS, large applications ran on an MVS operating system that consisted of the Basic
Control Program (BCP), the Data Facility Product (DFSMSdfp), and Job Entry Subsystem
(JES2 or JESB3), plus a collection of other software products that the applications required,
such as Interactive System Productivity Facility (ISPF), Time Sharing Option/Extensions
(TSO/E), and so forth. You traditionally ran these products at various release levels, using a
“mix and match” approach.

With the introduction of z/OS, all these products were integrated into a single product. You no
longer order new levels of some products but not of others; instead, you order and install an
entire set of products integrated into one functionally rich operating system. Only those
components, where you have the license to use them, are allowed to run. For z/OS
components, this is documented in the IFAPRDxx member of SYS1.PARMLIB.
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5.2 z/OS release cycle

g
\(\\\//é September 2004

SR
/4
S

Figure 5-2 z/OS release cycle

z/OS release cycle

The release cycle of z/OS is a new release level every year. Therefore, you can expect to
receive function in new levels of every release. Note that not every element and feature in a
given release contains new function. However, those elements and features that do not
receive new function have all eligible service included.

This predictable release cycle should reduce your planning time. Because each new level is
comprehensively tested, the quality of the operating system is improved. After your initial
migration is complete, you can expect simplified ordering, planning, and installing of the next
z/OS release.

Note: In September 2004, IBM changed the release cycle of z/OS to an annual basis,
shipping a new release of z/OS each September.

Also, the number of consecutive releases that you can operate in a sysplex is reduced
from four to three.
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5.3 z/OS delivery options

190

CBPDO

SystemPac
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Figure 5-3 z/OS package options

z/OS delivery options

You can install z/OS using one of several IBM packages. These two packages are available at
no additional charge when you license z/OS:

1. ServerPac: This software delivery package consists of products and service for which
IBM has performed the SMP/E installation steps and some of the post-SMP/E installation
steps. You use the CustomPac Installation Dialog to install your system and complete the
installation of the software it includes.

2. CBPDO: The Custom Built Product Delivery Option (CBPDO) is a delivery package that
consists of uninstalled products and unintegrated service. You must use SMP/E to install
the individual z/OS elements and features, and their service, before you can IPL.

Several fee-based options are available, including:

3. SystemPac: SystemPac offers the capability to build a system with integrated subsystems
in either full volume dump/restore format or data set copy format. The full volume
dump/restore format enables you to install z/OS without using the dialog. Installation is
done via pack restore using DFSMSdss or FDR (if the vendor product is selected in the
order).

SystemPac is designed for those who have limited skill or time to install or upgrade z/OS,
but who want to install or upgrade to exploit z/OS functions in e-commerce or other areas.
SystemPac tailors z/OS to your environment (such as DASD layout, migration of
MSVCP/IOCP to IODF, and naming conventions) based on information provided to IBM.
With this offering, selected non-IBM products can be integrated.
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4. SoftwareXcel: SoftwareXcel Installation Express (SIE) is available in the U.S. only, and
provides pre-built z/OS system packages in full volume dump format, tailored to customer
hardware and software configurations. SIE includes on-site planning, installation, and
package testing.

5. Entry Server Offering: The Entry Server Offering, only available in selected countries, is
a packaged solution that includes hardware, software, installation services, maintenance,
and financing to help customers get current technology.
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5.4 ServerPac service level

Figure 5-4 ServerPac service level

ServerPac service level

For ServerPac orders, service is integrated with product code according to the following

time-line:

» ServerPac is refreshed every month to pick up the most current Recommended Service
Upgrades (RSUs).

» All products incorporate HIPER and PTF-in-error (PE) fixes that are available
approximately one week before your order is received.

» Your ServerPac order also contains a service tape containing all unintegrated service that
was available at the time your order was processed.
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5.5 CBPDO service level

PTFs

Figure 5-5 CBPDO service level

CBPDO service level

Remember, the service in the CBPDO orders is not integrated. You must receive and apply
the service during the installation process. The service that is shipped with every CBPDO
order is as follows:

» Service for all products previously ordered, as reflected in the customer profile for the
customer number used when the order was placed. You can specify the starting date for
these PTFs at order time. The default starting date is the last time that customer number
was used to order a CBPDO (product or service) for that system release identifier (SREL).

» Service for all products, elements, and features that you have ordered. This includes all
PTFs that became available between product general availability and the time of your
order that have not been incorporated in the product FMIDs.

Note: A Memo to Users Extension comes with CBPDO; it describes the source IDs for
service delivered on the CBPDO tape.
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5.6 System and installation requirements

Installation requirements:

1. Virtual storage requirement

2. Application performance

3. Minimum number of software configurations
4. Reducing installation and migration time
5
6
7

. Reduce errors during migration
. System management
. Migration tasks

SYSPROG

Figure 5-6 Determining the installation requirements

System and installation requirements

Having an installation plan helps you ensure the software is able to meet your installation's
functional requirements. Besides functionality, there are other issues to think about when
planning to build a system. These additional considerations include:

» Hardware and software requirements, including non-IBM software compatibility

» Virtual storage mapping

» Application performance

» Building a minimum number of system software configurations

» Reducing installation and migration time

» Reducing the opportunities for error during migration

» Making it easier to manage the system after it is in production

» Minimizing migration actions for the people who use the system

How you choose to meet all these requirements can have a significant effect on how much

work is required to perform the tasks associated with each stage. Keep all these additional
requirements in mind when you are planning to build a new system.
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5.7 Reviewing your current system

System layout
Catalog structure New standards

Security software requirements

Data naming convention

Figure 5-7 Reviewing your current system for migration

Reviewing your current system

More often than not, you are planning to migrate from your current z/OS system to the new
release of z/OS. It is therefore very important to review the setup of your current environment
while planning for the new system. Some of the things you should consider are:

» The system layout

» The catalog structure

» Data set naming conventions in your present environment

» Security software considerations

» New standards, if necessary

Depending on your order, the system target and distribution libraries may exceed more than
one DASD volume, for example IBM 3390-3. You should define your new system layout to be
prepared for future installation and easy cloning of your system. We recommend that you

read “Recommended data set placement” on zZ0S V1R8.0 and z/OS.e V1R8.0 Planning for
Installation, GA22-7504, before defining where the following new data sets should reside:

» Target data sets

» Distribution libraries data sets

» Master catalog and user catalogs
» Dialog and order data sets
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5.8 The driving and target system

Driving System

&

Target System

Target System

Figure 5-8 Using the driving system to create the new system

The driving and target system

The driving system is the system image (both the hardware and software) that you use to
install your new system image, the target system. You log on to the driving system and run
jobs there to create or update the target system. Once the target system is built, it can be
IPLed on the same hardware (same LPAR or different LPAR on the same processor) or on
different hardware than that used for the driving system.

To prepare the driving system before building the target system, you need to perform the
following tasks:

» Identify the software requirements for the driving system according to the delivery
package you are using, for example, ServerPac.
» Identify the hardware requirements for the driving system.

You are also required to do some preparations for the target system:

» Choose the software products to install and identify requisites.
» Order z/OS and related IBM products.

» Identify the hardware requirements for the target system.

» Identify the service needed for the target system.

» Decide whether to use the existing JES2 or JES3 with the new z/OS release.

For more information on each of the requirements for both the driving and target system, see
z/0OS Planning for Installation, GA22-7504, for the z/OS release that you are installing.
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5.9 z/OS installation using ServerPac

System and
Distribution Tapes

RIM Tape

Service Tape

Figure 5-9 Installation tapes for ServerPac

z/0S installation using ServerPac

Your z/OS ServerPac order contains an ISPF dialog that you use to install z/OS. This dialog is
called the CustomPac installation dialog because it is used to install all of IBM's CustomPac
offering.

Before you begin the installation, you should:

» Review the contents of the ServerPac shipment that you received from IBM by checking
the packing slip to make sure that you have a complete set of installation tapes and
documentation.

» Make sure your user ID has ALTER authority for the following high-level qualifiers:
- CPAC
- SYS1

— All product-specific high-level qualifiers for products that come with your package. You
can find a listing of all qualifiers by using the A-ALIAS option of the dialog, or refer to
Product Information in the Appendix of the document IBM ServerPac Using the
Installation Dialog, SA22-7815.

» During of the job phase of the installation process you may need RACF SPECIAL
authority or equivalent if you use other security software.

» If you decided to use SMS to manage data sets in your order, your user ID needs READ
access to FACILITY class profile STGADMIN.IGG.DIRCAT.
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5.10 Installing the CustomPac dialogs
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1 HLQ for the CustomPac data sets
1 CustomPac data sets placement
1 Extract LOADRIM
1 Customize and run LOADRIM
1 Start the CustomPac dialogs
//EXTRACT JOB <JOB statement info goes here...>
//*
//STEP0O1 EXEC PGM=IEBCOPY
//*
//SYSPRINT DD SYSOUT=*
//*
//1IDOC DD DISP=SHR,DSN=SYSl.orderid.DOCLIB,LABEL=(06,SL),
// VOL=SER=tapeser,UNIT=tapeunit
//0DOC DD DSN=work.library.jcl,
// DISP=(NEW,CATLG,DELETE) ,
// VOL=SER=volser ,UNIT=SYSALLDA,
// SPACE=(9600, (240,30,20))
//*

//SYSIN DD *
COPY INDD=IDOC,OUTDD=0DOC
S M=LOADRIM

/*

Figure 5-10 Installing the CustomPac dialogs

Installing the CustomPac dialogs

The first step in installing z/OS is to install the CustomPac dialogs from the RIM tape on your
driving system. Once they are installed, the dialogs do not have to be reinstalled with every
order. They are auto-upgraded whenever you get a new order. Version checking invokes the
update of the dialogs during the CustomPac RECEIVE function.

Steps to install the CustomPac dialogs:

1. Define the HLQ for the CustomPac data sets (called master dialog data sets) pointing to a
user catalog accessible by both the driving and the target systems; for example, SERVRPAC.

Since the dialogs are permanently installed at your installation, you should not specify the
IBM-supplied order number as the CustomPac qualifier.

2. If you intend to use SMS-managed dialog data sets, assign them to a management class
that does allow migration, unless SMS and HSM environments will be shared between
driving and target systems.

3. Unload the LOADRIM job from SYS1.orderid.DOCLIB data set the RIM tape, as shown in
Figure 5-10.

4. The LOADRIM job contains steps to:

» Delete previous CustomPac dialog data sets.

Unload master dialog data sets.

» Allocate an order inventory data set to contain control information for all shipped
ServerPac orders.

v

ABCs of z/0S System Programming Volume 1



5.11 The RIM tape samples

CPPCSAMP CLIST
LOGON Procedure
LOADRIM

Figure 5-11 Using the CustomPac dialogs

The RIM tape samples

The RIM tape contains sample procedures, JCL, jobs, and CLISTs. They are in
SYS1.orderid.DOCLIB. You can unload and modify these samples for your installation, as
shown in Table 5-1.

Table 5-1 Useful samples from the RIM tape

Name Description

LOADRIM LOADRIM is the JCL to unload files from tape and set up the installation dialog.
When you edit the LOADRIM sample JCL, you can choose the name of the
master data sets, the unit name of your tape drives, and the VOLSER of the
DASD which receives the installation dialog’s data sets.

SETUP This is a sample LOGON procedure which includes the CustomPac dialog ISPF
libraries.

CPPCSAMP This sample CLIST can be used to set up the environment instead of modifying
the LOGON procedure. CPPCSAMP uses LIBDEFs and should be the preferred
method to allocate the CustomPac libraries and start the dialog.

CPPINIT With the CPPINIT CLIST, you can set up the environment from native TSO.

PRTDOC This sample job prints the CustomPac Installation dialog reference manuals.
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5.12 Starting the CustomPac dialogs

ISPF dialog

tomP
CustomPac code elements

CustomPac

Dialogs

2 Allow customization of order

1 Generate jobstream to install order
1 Provide problem diagnosis

1 Provide order management tools

Figure 5-12 CustomPac dialogs

Starting the CustomPac dialogs
The CustomPac dialogs are now installed. To access the dialogs, we recommend that you:

1. Customize the CPPCSAMP CLIST, changing the custompac. qualifier according to the
qualifiers of the master dialogs data sets.

2. Save the customized clist.
3. Go to TSO/ISPF, option 6 and execute the new CLIST:
exec 'DATA.SET.NAME(CPPCSAMP)'
Where DATA.SET.NAME is the partitioned data set where you saved the CLIST and CPPCSAMP
is the member name where you saved the customized CPPCSAMP CLIST.

Figure 5-13 on page 201 shows the panel you receive when you start the CustomPac dialogs.
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5.13 Receiving the ServerPac order

CPPPPOLI --------------------- IBM Corporation ---------------------------—--—-
- OPTION ==> R_

CustomPac Order Management Menu

R RECEIVE - Receive an Order
I INSTALL - Install an Order

Order Number == (Leave blank to list uninstalled orders)
D DISPLAY - Select Orders to Display

Master dialog data set qualifiers: SERVILS1.MASTER

This dialog supports electronic delivery.

KKK KKK KR KKK TR KK KR K OK KK KK TR KR K KK KK KK KR R R KK KK KK KK
x 5751-CS4, 5751-C85, 5751-CS6, 5751-CS7 and 5751-CS9  x
* Copyright IBM Corp. 1988, 2007 *

DK DK R KK KK KK KK KO KOR KOK KK KK K KRR KK KK KKK KKK R KR OK KR KK K Ok

Figure 5-13 CustomPac primary menu

Receiving the ServerPac order
Before you use the dialog to install your order, perform the following tasks:

» Review the recommended actions in “z/OS installation using ServerPac” on page 197.
» Be familiar with the dialogs. Consult IBM ServerPac Using the Installation Dialog,

SA22-7815, in particular the following sections:

— “Features of the Dialog Panels” describes the ISPF Edit settings used, the available
primary and line commands, language setting, dynamic help, and diagnostic
messages.

— “Working With Your Order: An Overview of the Dialog Activities” summarizes the steps
to install a ServerPac order.

— “Using the Installation Menu” explains the dialog functions provided.

After you start the dialog, the first thing to do is receive the order. This is done when you
choose option R in the primary menu panel, as shown in Figure 5-13. Receiving the order
means you copy the order from tape, or from an FTP server, or from a file system on the
driving system to DASD. This unloads the control tables and installation jobs from the
shipment medium to your DASD.

Note: HELP (PF1) is available on any panel. The HELP key is a very useful online help
facility that explains every panel function in detail. Some panels have PRIM and LINE
commands available. Using the HELP key allows you to get a description and example of
how to use the commands.
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5.14 Order Receive panel

CPPPB1OA --------------- -—-=-- Receive an Order -----------------—-=----"-"------
COMMAND ==
Receive the order from ==>T F - File system
S - Server
T - Tape
Order Number ==> 05181055

------------- Order Dialog Data Set Allocation Information ------------------

Data Set Qualifiers ==> SERYILS1.0S181055 (Must be unique)
Yolume Serial ==> TOTTS5 (Blank for SMS-managed data sets)
ST&RE[Q; ==3 (Blank for non-SMS-managed data sets)
Dialog CLIST Record Format ==> FB (FB or VB)

Press Enter to continue or End to cancel

Figure 5-14 Order Receive

Order Receive panel
Because you chose option R, you will receive the panel shown in Figure 5-14.

The following information is entered on the Order Receive panel:

Receive the order from Here you specify the source medium of your order. It is still possible
to receive from tape, but today other media are supported. These
are Internet (Server), or from a USS file system.

Order Number Your specific IBM-supplied order number, which is listed on the
cover of the order documentation.

Data Set Qualifiers The HLQ used to allocate the order installation data sets. We
recommend you include the order number as part of the qualifier.

Volume Serial Enter the volume serial number of the DASD volume that will

receive the order data sets.

STORCLAS If you have an SMS-managed environment, enter a valid storage
class for the order data sets.

Dialog CLIST Rec. Fm. Dialog CLISTs for the order are supplied in both FB and VB
formats. FB is the default.

Press Enter after you have filled out the order details. Depending on your choice in the
Receive order from field, you will get different follow-on panels. Based on the selection in
Figure 5-14, the next panel looks as shown in Figure 5-15 on page 203.
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5.15 Receive an order from tape

CPPFB101 ------------=---- Receive an Order From Tape ------------==-----------
COMMAND ==> :

First System Tape Volume Serial ==> R1055A

Tape Unit ==> 3590 (Generic or esoteric tape unit name)

Press Enter to continue or End to cancel

Figure 5-15 Receive order from tape panel

Receive an order from tape

If you chose T in the previous panel, you will get the receive order from tape panel, as shown
in Figure 5-15. In this panel, enter the tape volume serial number of the first tape of your
ServerPac delivery. This is the RIM tape. Ensure that you enter the correct volume serial
number, because there is no validation made through the CustomPac dialogs. You also must
enter a generic or esoteric tape unit name. The default is 3590. You can obtain this
information from your 1/O configuration.

After pressing Enter you will be guided to the Edit JOB statement panel, shown in Figure 5-16
on page 204.
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5.16 Edit JOB statement panel

204

CPPPBLlO3 -------------------- Edit JOB Statement -----------------------------
COMMAND ==

Press Enter to edit the JOB statement. The information you enter here
creates the JOB statement that is used to generate the RECEIVE job,
and used later for the installation jobs. [(If you want to change the
JOB statement before generating the installation jobs, you will be
able to change it later by selecting "DEFAULT JOBCARD." )

Press Enter to continue or End to cancel

Figure 5-16 Edit JOB statement panel

Edit JOB statement panel

This is an informational panel. After you press Enter, you will see the ISPF editor with the job
statements for the receive process. At that point, you can make changes to the job statements
to meet your requirements.

After you perform that customization, press the PF3 key, which leads you to Figure 5-17 on
page 205.

ABCs of z/0S System Programming Volume 1



5.17 Edit RECEIVE job panel

CPPPB1OE ==---=-=-====-=-==--- Edit RECEIVE Job ===============cmcomomone
COMMAND ==> _

Press Enter to edit and submit the RECEIVE job.
After making any needed changes, submit the job.

(Note: A copy of the job will be saved in the
SCPPBENU data set.)

Press Enter to continue or End to cancel

Figure 5-17 Edit RECEIVE job panel

Edit RECEIVE job panel

After pressing Enter on this panel, you receive the next ISPDF editor screen, where the
generated RECEIVE job is listed. At this point, you can review it and possibly make final

changes to the job.

When you submit the job from the editor, it performs the following steps:

>

>

»

>

>

If you run these steps successfully, you are able to proceed with the installation dialog.

Verifies the status of the CustomPac data sets

Possibly, deletes duplicate data sets

Allocates CustomPac order data sets (VSAM and non-VSAM)

Copies CustomPac data sets from the RIM tape to the specified DASD volume

Updates the existing order inventory for the next steps
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5.18 Selecting an order to install

206

CPPPBO7L  --------=-=--m-mmmmooo oo ORDER LIST ------=----=-- Row 4 to 13 of 13
COMMAND ==> _ SCROLL ==> CSR

Primary Commands: (? SET Locate Find Next Previous OFile SORT VErbose VERsion)
Line Commands: (Select Edit Delete Products Report Output)

--- Last Change --

S Order System Name SREL Package Build Date Status User Date
05181055 2038 SERY 2007/03/16 Started RC47 2007/03/20
05181083 P115 EXP 2007/03/20 Started RC47 2007/03/25
05181085 C150 EXP 2007/03/20 Started RC47 2007/04/02
05181103 P115 EXP 2007/03/21 Started RC47 2007/04/02
RLOOOOOB 2038 SERY 2001/07/01 Started RC47 2001/07/31
RMOOOO0O04 2038 SERVY 2001/12/01 Started RC47 2002/01/11
RO150026 2038 SERVY 2003/10/27 Started RC47 2003/11/12
RP160023 2038 SERV 2004/06/22 Started RC47 2004/07/21
RQ170027 2038 SERVY 2005/06/13 Started RC47 2005/07/12
RS190029 2038 SERY 2007/06/13 Received RC47 2007/07/17

3K K K KK K KKK K KKK KKK KKK KOK X Bottom of data 5 %m0k K K 5K K K XK K K K K K K X KK X X X K X

Figure 5-18 Selecting an order to install panel

Selecting an order to install

After you finish the order receive function, Enter | on the CustomPac primary menu, shown on
Figure 5-13 on page 201. This leads you to Figure 5-18.

On the order installation panel, you may have a number of already received or installed
CustomPacs. Select the one you just received to proceed with the installation process. If it is
your first ServerPac installation, you may only select this order number.

Select S to go into the installation dialog.
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5.19 Installation dialog

CPPPFLOW -------- Installation Options for Order ( 05181055 ) ----------------
OPTION ==

Complete these options to install the order:

C Create Create the Work Configuration

v Variables Specify Values for Variables

Z2 Zones Specify SMP/E Zone Names

M Modify Modify the System Layout

A Alias Specify Catalogs for High-Lewvel Qualifiers
SSA SSA Specify Temporary Aliases (SSAs) for Catalogs
I Installation Create and Submit Installation Jobs

You can use Save any time after creating the work configuration:

S Save Save the Current Work Configuration

Figure 5-19 Installation dialog

Installation dialog

After selecting a ServerPac order to install, the main installation dialog panel is invoked.
When this panel is shown for the first time during a ServerPac order installation, the only
option available is:

C Option C on this panel allows you to select a configuration for merging an initial
installation. If this is your first CustomPac installation, the Create Configuration panel
appears.

The other options are marked with an asterisk (*) and become available as long as the
previous function has successfully finished. Now, choose option C.
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5.20 Choosing the installation type panel

CPPPBO15 =-----=--=------ CREATE Configuration ( 0S181055 ] ==========-cocmmnmnnn
OPTION ==> F_

Select the Install type :

F - Full System Replacement installs a complete new IPL-able
standalone system including all SMP/E-maintained libraries, SMP/E
environment, operational data sets, and CustomPac sample data sets.
The supplied operational data sets must be merged with or replaced
by production operational data sets before the new system is used
in production.

§ - Software Upgrade installs only the SMP/E-maintained libraries,
SMP/E zones, and CustomPac sample data sets. Operational data sets,
including system control files (like LOGREC and VYTAMLST), a security
system database, and a master catalog must already exist. These
existing operational data sets must be updated as required for new
products and product changes before the first IPL.

For more information about Software Upgrade, enter ? in the option field

Figure 5-20 Create Configuration: Choosing the Installation Type

Choosing the installation type

When you use the dialog to select an order, its shipped configuration is added to the dialog.
You must select and create a configuration to start the installation. Option F installs a
complete z/OS system. It installs all data sets needed to IPL, log on to the target system, and
run a z/OS image to complete other installation and customization tasks, including:

1. System software and related data sets, like distribution, target, SMP/E libraries, and so
forth.

2. System data sets like page data sets, system control files, and master catalog.

Because IBM creates a working set of operational data sets for you, a full system
replacement helps assure a successful first IPL.

Choose Full System Replacement, Option F.
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5.21 Selecting a JES for the configuration

CPPPBO16 ------------ JES Element Selection ([ 0S181055 ) =-=--==-----c-ccooeoonomo
COMMAND ==>

Choose JES elements to be installed:

JES Elements to Install ==> JES2 (JES2, JES3, or BOTH)

Specify options for merging JES SMP/E target and DLIB zones:

Merge JES2 SMP/E Zones into BCP Zones ==> Y (Y or N)

Merge JES3 SMP/E Zones into BCF Zones ==> N (Y or N)

Note: If you wish to merge a JES element’'s zones, it must have been
selected for installation above. For more information, enter ? in the

Figure 5-21 JES Element Selection panel

Selecting a JES for the configuration
Select at least one JES element for installation: JES2 (and SDSF) or JESS. If your installation
requires both JES elements to be installed, you can select BOTH.

For each JES element you select, specify whether the dialog is to merge the SMP/E zones of
the JES element with the Base Control Program (BCP) zones. When you merge a JES
element with the BCP zone, no separate zone is created for the JES element.

If you plan to migrate to subsequent releases of JES2 (and SDSF) or JES3 when you migrate
to the next level of z/OS, we recommend that you specify Y on this panel to merge the
selected JES elements into the BCP zone.

However, if you plan to stage your z/OS and JES migrations separately, do not merge zones.

Once the panel information is filled out, press Enter. The Create Configuration panel is
displayed.

Chapter 5. z/OS delivery and installation 209



5.22 Create Configuration panel

210

CPPPBO11 =--=-=-=--=-==-- CREATE Configuration ([ 05181055 ) ----- Row 6 to B of B
COMMAND ==> _ SCROLL ==> CSR

Select Configuration

Primary Commands: (? SET Locate Find Next Previous SORT CReate)
Line Commands: (Select)

S CONFiguration Comment
* SERVILS1.0S181055 Always Selected for Order
SERVILSl.R017002?.CONFIG Z2/05 R7 FOR TRAINER

KK K KK K 3K K 3K OK KK K K K K KK KOKKOKOKICKKOROKKORK. Bottom of data % m ok ok kK K K K KK K K XK K X X K X K X X K X X X

Figure 5-22 Create Configuration panel

Create Configuration panel

Before you start the installation, you must select and create a configuration. On the Create
Configuration panel, you can see the master configuration and, if available, other saved
configurations.The shipped configuration is always automatically selected.

Use the CR (CREATE) command to create a work configuration. If you are using the dialog
for the first time, begin by using the configuration that IBM supplies. Later in the installation,
you will be able to save this configuration for use with subsequent ServerPac orders. If you
are merging this order with a saved configuration, see “Merging a Configuration with a
Previous Order” in IBM ServerPac Using the Installation Dialog, SA22-7815, for further
considerations.

Enter CR in the command line to create a work configuration or type an S in front of the
configurations you want to merge, if applicable. Press Enter.

The dialog displays the Configuration Profile panel.
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5.23 Installation Variables panel

CPPPB111 ----------- Installation Variables ([ 0S181055 ) -- Row 4 to 17 of 53
COMMAND ==> _ SCROLL ==> CSR
Yariable Selection List SHOW ( -C )|

Primary Commands: (? SET Locate Find Next Previous CANcel SAVE SHow VARname)
Line Commands: (Brouwse Delete Edit Insert Repeat Ship)

S Synonym STA Contents
L --- ————4====J=-=-==#-=-=--(=-=-==#+=-==--f(J-=-=-=#-=-=-=(J=-=-=--
==> GEN SYSTEMPAC

TARGET VOLSER M D T1Z8R1
SMPTLIB PREFIX M D SHP
SMPTLIB UNIT D 3390
SMPTLIB VOLSER M D T1Z851

==> HFS/2FS INFO
INSTALL DIRECTORY M /servilsl z18
SMPUKDIR NAME D /tmp

o

==> MVS NEW ADR
SADMP CONSOLE D OF2

==> MVS NEW MISC

Figure 5-23 Installation Variables panel

Installation Variables panel
The Installation Variables panel is now displayed.

The Variable Selection List displays variables that are required to install your order. The list
reflects the installation type you chose (full system replacement or software upgrade). Use
this panel to set the values of these variables appropriately for your environment. Refer to the
“Variables” appendix in the ServerPac: Installing Your Order publication that comes with your
ServerPac, for the exact variables for your order along with a brief description of each.

Verify the current contents and enter or change any values by overtyping in the Contents
column if a value is either missing or invalid. You cannot update variables with a status of C
(customized).

It is recommended that you read “Defining Installation Variables” in IBM ServerPac Using the
Installation Dialog, SA22-7815, before changing any installation variable values.

The variable for AUTH.LINKLIB may be an existing authorized library of your installation site.
You can use the VARedit command on some panels to change the installation variables later.

After you have customized the installation variables, return to the Installation panel and
choose function Z: Define Zone Configuration.
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5.24 Define ZONE Information panel
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CPPPB391 ----------- Define ZONE Information ( 0S181055 ) --- Row 1 to 1 of 1
COMMAND ==> _ SCROLL ==> CSR

Primary Commands: (? CANcel SAVE)
Line Commands: (feaTures)

S Nickname DLIB Zone Target Zone SST

100 MVSD100 MVST100 MVS

SRR KK KKK KRR KKK ORI RORROK. Bottom OF clata % ok 5 K 5K K K K 3K K 5K K K K KKK 5K K K K K K

Figure 5-24 Define ZONE Information panel

Define ZONE Information panel

This brings you to the Define ZONE Information panel, where you can define your SMP/E
zone configuration. This panel is displayed even if you do not plan to change the shipped
Zone names.

You can change the zone names to the names you want. The nickname is used to pair them
together.

For more information, refer to ServerPac: Installing Your Order.

After your changes, if any, return to the Installation panel and enter M to begin the next dialog
function.
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5.25 Modify System Layout Options panel

CPPPBOST ------------- Modify System Layout ([ 08181055 ) =---------------------
OPTION ==> _

A Create a Recommended System Layout (Automatically assign target and
DLIB data sets to physical volumes by data set type)

View and change data sets by selected attributes
View and change device type table (DEVT)

—A 0

Data Set Summary (SUMD)

Merged Data Set Summary (SUMD M)

Shipped and Merged Data Set Summary (SUMD S)
User Data Set Summary (SUMD U) -

cCwIo

¥  Physical Yolume Summary [(SUMP)
L Logical Volume Summary (SUML)

P Product, Feature and Element Summary
------------------- Session Control Options -----------------------

K Keep Changes made in this dialog session so far (SAVE)
B Back Out changes from this dialog session (CANcel)

Figure 5-25 Modify System Layout Options panel

Modify System Layout Options panel

Defining the target system layout is one of the most important steps during order installation.
During this part of the dialog, you create the data set layout for your new system. After you
have modified this configuration, you can save it for merging with future ServerPac
installations. You can create the new data set layout in one of three ways:

» Option A: Recommended System Layout to make the dialog automatically assign the
target and DLIB data sets in the configuration to physical volumes. The dialog does not
automatically assign any SMS-managed data sets in the configuration.

» Option C, View and Change, to assign your order's data sets to volumes by displaying
groups of data sets, and using the CHANGE PVOL command to specify their placement on
physical volumes.

» Other options (D, M, S, U, V, L, and P) to assign your order's data sets to logical volumes
and then assign those logical volumes to physical volumes (DASD).

The recommended system layout provides a foundation for the ongoing growth and
maintenance of your system. When you group your system's data sets by their content and
importance to your installation, you help to minimize the complexity of future installations.

Read and use the section “Modifying the System Layout” in IBM ServerPac Using the
Installation Dialog, SA22-7815. The ServerPac: Installing Your Order publication that comes
with your order also contains all information relating to the products to be installed.
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5.26 Summary of Features/Elements panel

CPPPBO51 ------------- Modify System Layout ( 05181055 ) -- Row 1 to 13 of 50
COMMAND ==> _ SCROLL ==> CSR

SUMMARY Of Features/Elements
Primary Commands: (? SET Find Locate Next Previous SORT CANcel SAYE DEVT

SUMD SUML SUMP)
Line Commands: (Dslist Select)

S Feature/Element Data sets
msys for Setup 2
z/0S UNIX System Serwvices - Application 8
z/0S UNIX System Services - Intgd Call 2
BookManager Build ENU 43
BookManager Read ENU 33
BCP 95
BDT 9
BDT FILE-TO-FILE 8
C/C++ Host Perf Analyzer 4
Communications Server g4
Cryptographic Service OCSF base 4
Cryptographic Services - ICSF 18
Cryptographic Services - PKI Services 1

Figure 5-26 Summary of Features/Elements panel

Summary of Features/Elements panel

When you select Option P of the Modify System Layout Options panel, the Summary of
Features/Elements panel shown in Figure 5-26 is displayed.

This panel allows you to manually customize individual data sets, logical volumes, and
physical volumes. The panel lists the products, features, and elements shipped in your
ServerPac order, and the following CustomPac-specific data set groups:

» CustomPac SREL-specific SMP/E data sets
» CustomPac operational and sample data sets

» CustomPac JES2 data sets

» CustomPac JES3 data sets

» CustomPac SMP/E data sets

The panel shows primary and line commands you can issue to perform the actions you need
to customize volumes and data sets names. For example, the Select command entered next
to a product displays the Logical Volume By FEATURE/ELEMENT panel for the selected
product, where you can use the line command Assign to assign all data set profiles for the
selected logical volume to a different logical volume.

The D line command returns the Summary of Data Sets panel shown in Figure 5-27 on
page 215.
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5.27 Summary of data sets of a feature or element

COMMAND ==>

Summary Of FEATURE/ELEMENT : z/08 UNIX System Services -

Application

CPPPBO52 ------------- Modify System Layout ([ 08181055 ) ---- Row 1 to 8 of 8
SCROLL

Primary Commands: (? SET Locate Find Next Previous SORT CHange OFile OList

FindComp)

Line Commands: (Merge eXpand Conflict Unmerge Select)
--- Data Set ---
S Data Set Name . X F Type RECFM LRECL

OMYSZ218.RLODO00G. OMVS.ETC Z2FS

OMYSZ218.RLOD0O006. OMVS. ROOT Z2FS

O0MYSZ218.RLOD0O006G. OMVS. VAR Z2FS
S¥YS1.AFOMHDRS PDS FB 80
S¥S1.AFOMMOD1 PDS U 0
S¥YS1.AFOMOBJ PDS FB 80
SYS1.SFOMHDRS PDS FB 80
SYS1.SFOMOBJ PDS FB 80

3K K K K K KK KK KK KK KKK KK KK KK KKK KKK KB Ot tom OF Data ks &k kk kKK KKK KK K K K K K K K K K K K K K K K K K K X

==>» CSR

Primary
Tracks

25
765
71
20
71

Figure 5-27 Displaying data sets of a feature or element

Summary of data sets of a feature or element
Use the Summary of Data Sets panel to do any of the following:

» Merge or unmerge ServerPac-shipped data sets (you cannot merge or unmerge

user-defined data sets).

» Modify the attributes of particular data sets or modify their space information.

» Make global changes to multiple data sets.

» Write a list of the data sets in the ISPF LIST data set or a user-defined file.

The Change primary command allows you to make global changes to data set profiles. For
example, you can change the HLQ for those product data sets. The line command S allows
you to change data set name, logical volumes space, and BLKSIZE definitions for a specific

data set profile.
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5.28 Summary of Physical Volumes panel

216

COMMAND ==>

S STORCLAS No.

T128D1
T128D2
T128H1
T1Z28R1
T128R2
T12851

CPPPBO5K =—-=--=---=------

PV¥olume/ Seq Device
Number Type

610E
6420
6605
6202
6416
6020

SUMMARY Of Physical Yolumes

Primary Commands: (? DEVT)
Line Commands: (Select Dslist)

Device

3390-3
3390-3
3390-3
3380-3
3390-3
3390-3

Modify System

Warn-
ings

K K KKK KKK KKK K KO K X KX XXX Bot tom

Layout ( 05181055 ] ---- Row 1 to 6 of 6
SCROLL ==> CSR
Init ---------- Cylinders ------------
Volume Existng RSVYD Assignd Used Free
Y 0 0 3128 3128 211
Y 0 0 2573 2573 766
Y 0 0 2933 2933 406
Y 0 0 3109 3109 230
Y 0 0 1967 1967 1372
Y 0 0 3129 3129 210

of Data*********************************

Figure 5-28 Summary of Physical Volumes

Summary of Physical Volumes panel

Before you leave the Modify System Layout main panel, you should enter the SUMP PRIM
command, which displays a summary of the physical volumes.

When one of your physical volumes becomes over-allocated, the following message appears

on the panel:

| CPP0605005S At least ONE PHYSICAL Volume is OVER ALLOCATED |

This condition is also shown by the <<<<<<< next to the physical volume names.

By using the dialogs previously described, you are able to modify the system layout and

correct the over-allocation of physical volumes.
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5.29 Creating the recommended system layout

CPPPB25B -------- Automatic Data Set Assignment [ 05181055 ] -----------------
OPTION ==
A - ALL Assign all target and DLIB data sets in the configurétion

to physical volumes automatically. This option creates a
recommended system layout.

N - NEW Add new data sets to an existing configuration. This
option automatically assigns new data sets, but
preserves the placement of previously-assigned data
sets in your saved configuration.

P - PARTIAL Assign new data sets and reassign some existing data sets
to physical volumes. This option automatically assigns
all new data sets to physical volumes, as well as data
sets from selected volumes in the saved configuration.

Enter EITHER a default device type OR a model wvolume below:

Default Device Type ==> 3390-3 (For example, 3390-3)
Model after Volume == (For example, Z0SRES)

Figure 5-29 Automatic data set assignment panel

Creating the recommended system layout

When you select option A, the Recommended System Layout, the panel shown in Figure 5-29
is displayed. The dialog automatically assigns some or all of the target and DLIB data sets in
your order to DASD volumes based on the following considerations:

» Whether the data set is a target data set or a DLIB data set

» Whether the data set must reside on the IPL volume

» The type of data in the data set: panels, messages, load modules, and so on

» If the data set should reside on a particular volume in the configuration; for example, the
first volume or one of the last volumes

The dialog does not automatically assign an order's operational data sets or any of the
sample CustomPac data sets. You must place these data sets yourself.

The Default Device Type field specifies the type of device to be used if the dialog creates
more volumes for data set assignments. Enter a question mark (?) in the Default Device Type
field and press Enter to see a list of other available devices. A configuration can include more
than one device type.

Choose ALL when you are installing a ServerPac order for the first time, or if you are not
using a saved configuration as the basis of your new system. This approach creates a new
configuration based only on the new order to be installed.
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5.30 Current Volume Configuration panel

CPPPB25C -------- Automatic Data Set Assignment [ 05181055 ) Row 1 to 6 of B
COMMAND ==> _ SCROLL ==> CSR
Current Volume Configuration Scope ==> ALL

Primary Commands: (? Reset CReate)
Line Commands: (Select Insert List Move After Before eXclude)

Phys. Volume Sequence Device Used + Volume Existing Reserved

S Volume Type Number Type Reserved Threshold Data Space
T1Z28R1 TARGET To1l 3390-3 93 % 85 % 0 % 0 %
T128R2 TARGET TO2 3390-3 59 % 85 % 0% 0%
T12851 TARGET TO3 3390-3 94 % 85 % 0% 0%
T128D01 DLIB Do1 3390-3 94 % 85 % 0% 0%
T128D2 DLIB Do2 3390-3 7 % 85 % 0% 0%
T128H1 BOTH Bo1 3390-3 88 % 85 % 0 % 0%

*)K*****************************Bottom of Da‘ta*********************************

Figure 5-30 Automatic Data Set Assignment: Current Volume Configuration panel

Current Volume Configuration panel

After you select a setting for automatic assignment, the dialog displays the current volume
configuration, as shown in Figure 5-30.

As shipped by IBM, a new configuration consists of a target volume, MVSRES; a DLIB
volume, MVSDLB; and a catalog volume, MVSCAT. Because MVSCAT contains only
operational data sets, this volume is excluded from automatic assignments, and therefore is
not shown in the panel display.

In this panel you use line commands in the S column for the following purposes:

» S to select a volume to change

» L to list data sets currently assigned to a volume

» I toinsert more volumes

» X to make exceptions to volume assignments. This command has a different use
according to the scope of automatic assignment (ALL, NEW, or PARTIAL) selected on the
panel shown in Figure 5-29 on page 217.

» M, A or Bto move volumes in the order in which you want them to be used.

If you plan to rename these volumes, select the volumes now through line command S and
rename them as needed. Later, when the new configuration is created, it is more difficult to
rename these volumes. When you select S the panel shown in Figure 5-31 on page 219 is
shown.
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5.31 Display and change volume attributes panel

CPPPB25D ------ Automatic Assignment - Attributes ( 05181055 ) ---------------
COMMAND ==> _

Display and Change Volume Attributes

Volume Serial ==> T1Z8R1 (Always required)
Volume Type :  TARGET (Target, DLIB or Both)
Device Type ==> 3390-3 (For example, 3390-3)
Reserved Space ==> 0 (Cylinders)

Initialize Yolume ==> N (¥ or N. Default is Y]

Note: Only the volume serial and volume type are required for online volumes
when the DYNAMIC DASD INFO variable is set to Yes.

Figure 5-31 Display and change volume attributes panel

Display and change volume attributes panel
Be aware that if you keep the value Y in the Initialize Volume field, you will initialize the volume
during the installation process.

To save your changes to the volume, press the Enter key and you return to the Current
Volume Configuration display.

After you have customized the system layout, return to the Installation panel for the next
function.
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5.32 Define alias-to-catalog relationships

220

CPPPBO21 -------------- ALIAS to CATALOG ( 0S181055 ] --------- Row 1 from 33
COMMAND ==> _ SCROLL ==> CSR

Define CATALOG Dataset Names

Primary Commands: (? SET Locate Find Next Previous SORT CANcel SAVE)
Line Commands: (Delete Insert Repeat)

S Alias STA Target System Catalog Data Set Name Type
AOP UCAT.T128S1 MCAT
ASM M UCAT.T128S1 MCAT
BFA UCAT.T12851 MCAT
CBC M UCAT.T128S1 MCAT
CDS UCAT.T12851 MCAT
CEE M UCAT.T128S1 MCAT
CF2 UCAT.T128S51 MCAT
CIM UCAT.T12851 MCAT
CHMX UCAT.T128S1 MCAT
CPAC M UCAT.T128S1 MCAT
CSF M UCAT.T12851 . MCAT
EOX M UCAT.T128S1 MCAT
EOY M UCAT.T128S1 MCAT
EFPH UCAT.T128S1 : MCAT

Figure 5-32 Define CATALOG Dataset Names panel

Define alias-to-catalog relationships

From the Installation Menu, enter A, Define Alias to Catalog Relationships. In this option, you
specify the catalog data set name for each alias. The dialog and the installation process for
ServerPac use the standard order of catalog search when defining and locating data sets.
Therefore, there must be an alias in the target system master catalog for each high-level
qualifier used for data sets that are to be cataloged in a user catalog. Also, there must be
aliases in the driving system master catalog for the system-specific aliases (SSAs) you chose
to use when installing the order.

Before you begin to define the alias-to-catalog relationships and system-specific
alias-to-catalog relationships, you should read Chapters 9 and 10 in IBM ServerPac Using the
Installation Dialog, SA22-7815, to become familiar with using system specific-aliases and the
catalog structure. Also, those chapters contain worksheets models you can use to plan:

» The catalog and alias names, and their relationships
» The catalog names and their associated SSAs

Use the ALIAS to CATALOG panel to specify which HLQ you want to be associated with a
catalog. An M in the STA column indicates that this alias name must be associated with a

indicates that there is no catalog defined yet. This function allows you also to insert additional
user-defined alias names and catalogs. After specifying the alias-to-catalog relationship, you
can select SSA on the Installation panel, which leads you to the SSA-to-Catalog panel shown
in Figure 5-33 on page 221.
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5.33 Define system-specific alias (SSA)

CPPPBO31 --------------- SSA to CATALOG ([ 05181055 ) -------- Row 1 to 1 of 1
COMMAND ==> SCROLL ==> CSR

CATALOG Selection List
Primary Commands: (? CANcel SAVE)
Line Commands: (Select)
Allocate Define

S Catalog Name SSA Name Type VYOLume Unit

UCAT.T12851 T1Z218 MCAT N Y

5K 3K 3K K 3K 3K K 3K 3K K K 3K KK KKK KK KK KOO KKK Bottom oF data %% m Kk ok K K K K K ¥ XK K X XK K K ¥ XK K ¥ XK K X XK K X XK X

Figure 5-33 Defining system-specific aliases

Define system-specific alias (SSA)

Many of the data sets in your new order already exist on your driving system. While your
order's data sets are intended for creating a new target system, there is a period during
installation in which jobs running on your driving system must be able to locate the target
system's data sets.

Because many of these data set names already exist in your master catalog, ServerPac
requires a way to find the data sets in the normal order of catalog search. This way, jobs on
the driving system can locate the target system's data sets without disturbing the operation of
the driving system. Without such a method, ServerPac could not build a target system with
any data sets that were already cataloged and allocated on your driving system.

In the Define SSAs function of the dialog, you define temporary high-level qualifiers (HLQs)
for the target system data sets. During the installation, your order's data sets are cataloged
with the temporary HLQs. To direct the catalog entries to the proper catalog, the temporary
HLQs are defined as aliases in the driving system's master catalog. Thus, these alternate
HLQs are called system-specific aliases or SSAs. Later, during the installation, jobs rename
the target system's data sets to their true names, and an optional job is provided for you to
remove the SSAs.

The SSAs you specify here are used to create alias entries for these catalogs in the driving
system's master catalog. The process you use to define SSAs depends on your installation
type: full system replacement or software upgrade. For a full system replacement, define your
SSA and catalog with the panel shown in Figure 5-34 on page 222.
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5.34 Define SSA and CATALOG Data panel

222

CPPPBO36 =--------------- SSA to CATALOG [ 05181055 ) ----==----=---momooomomo-
COMMAND ==> _

Define S5A and CATALOG Data

Catalog : UCAT.T12852

Type 1 UCAT
SSA Name ==> SMPESSA (Required)
Allocate Catalog ==> Y (¥ or N)

If allocating the catalog, the following information is required:

Catalog Volume ==> T128H1 (? For List of Available Vols)
Primary Space ==> 12 (1-999 Cylinders)
Secondary Space ==> 12 (1-999 Cylinders)

Figure 5-34 Define SSA and CATALOG Data

Define SSA and CATALOG Data panel

The panel shown in Figure 5-34 is displayed when you use full system replacement, option F
on the panel shown in Figure 5-20 on page 208. The panel fields are as follows:

Catalog: Name of the catalog for which an SSA is to be defined.

Type: The catalog type. MCAT indicates a master catalog; UCAT
indicates a user catalog.

Define the following fields:

SSA Name: Set this value to Y (yes) to define a new SSA in the driving system's
master catalog. Set this value to N (no) if the SSA is already defined
in the driving system's master catalog. If you set the Allocate
Catalog field to Y, you must set the Define SSA field to V.

Allocate Catalog: Specifies whether the catalog does not yet exist on the target
system, and is to be physically allocated (Y); or N if the catalog
already exists on the target system.

Catalog Volume, Primary Space and Secondary Space:
Specifies allocation parameter for the catalog.
This is the end of the customization steps for the ServerPac. You are now ready to run the

supplied installation jobs. From the Installation Menu, enter | and the panel in Figure 5-35 on
page 223 is shown.
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5.35 Job Selection List panel

CPPPB121 -------------- Installation JOBs ( 05181055 ) --- Row 1 to 13 of 119
COMMAND ==> _ SCROLL ==>» CSR
JOB Selection List SS$( EXCLUDE )

Primary Commands: (? SET Locate Find Next Previous GENskel OFile OList SUMmary
58% VARedit)
Line Commands: (Backup Delete Edit Insert Log Output Select SS-block Vars)

S Description : STEP MC STAtus . RC

SRC DEFAULT JOBCARD

==> INSTALLATION JOBS
DOC RUNNING INSTALLATION JOBS
DOC VERIFY CATALOG STRUCTURE

JOB YERIFY CATALOG STRUCTURE VERIFY 00 JO0B24589
DOC INSTALLATION SETUP _

JOB INITIALIZE REQUIRED DASD OFFLINIT 0O

DOC DEFINE CATALOGS AND RESTORE

JOB RACF PROFILES ON DRIVING SYSTEM RACFDRY 00

JOB DEFINE CATALOGS DEFCAT 0o

JOB DEFINE SYSTEM-SPECIFIC ALIASES DEFSSA 00 JOB24591
JOB ALLOCATE AND CATALOG DS ALLOCDS 00 JOB24592

Figure 5-35 Job Selection List panel

Job Selection List panel
There are three types of components shown on the Installation Jobs panel:

SRC Source data such as parameter lists
DOC Documentation
JOB Executable JCL

The installation steps are grouped into the following sections:

Package-specific installation
Product-specific installation
Post-installation

Additional post-installation
Customization section
Installation verification section
Cleanup jobs

Migration section
Customer-specific customization

vyVVYyVYyYVYVYVYYVYYY

When you enter the Installation Jobs panel for the first time, the installation jobs have still not
been generated. All installation jobs are generated using ISPF tailoring services. We
recommend that you use the GENSKEL command to tailor all of the installation jobs at one time.
When GENSKEL completes, the dialog saves the jobs in a backup data set. For more
information about the commands you can use on this panel, refer to IBM ServerPac Using the
Installation Dialog, SA22-7815, Chapter 11.
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5.36 GENERATE File Tailored Installation Jobs panel

CPPP6126 =----=---=------- Installation JOBS [ 0S181055 ) ===========-=-momomomn-
COMMAND ==> _

GENERATE File Tailored Installation Jobs

This function generates a BATCH job which will file tailor
ALL Installation Jobs in one pass, and save the jobs to the
BACKUP dataset.

If a job already exists in the backup dataset

REPLACE Job ==> Y (Y or N)

Note: After submitting the GENSKEL job, you must exit
the dialog to release GENSKEL processing. Also,
to avoid dataset contention, you may not invoke
the dialogs until the GENSKEL job has completed.

Figure 5-36 GENERATE File Tailored Installation Jobs panel

GENERATE File Tailored Installation Jobs panel
When you enter the GENSKEL command, the panel shown in Figure 5-36 is displayed.

The GENSKEL command submits a batch job, which generates all the installation jobs. Each job
is stored in the SCPPBENU data set that is provided through the ServerPac RECEIVE
process.

For z/OS orders, GENSKEL processing can take as much as 30 minutes or longer to
complete. Subsystem orders might need only several minutes to complete.

The installation jobs should be submitted in sequence. Always read the DOC section before
you select and submit the related jobs. All installation steps and jobs are also described in
ServerPac: Installing Your Order.

File-tailored jobs might already exist in the SCPPBENU data set. Set the Replace Job field to
Y to replace jobs; set the field to N to preserve them.
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5.37 Displaying the processing log

CPPPE125 -------=------- Installation JOBs ( 05181855 ) ---- Row 1 to 11 of 11
COMMAND ==> _ SCROLL ==> CSR

Processing LOG

PRIM Cmds: (? SET Locate First Next Previous SORT)
LINE Cmds: (Output)

S STEPname JOB name job ID RC UserlID DATE stamp
ALLOCDS SERVRP93 J0B24592 RC47 07/03/23 23:18:21
CALLLINK SERVRP97 JOB24817 RC47 07/03/24 20:13:10
CPPUPDT SERVRP95 J0B24814 RC47 07/03/24 19:54:06
DEFSSA SERVRP92 J0OB24591 RC47 07/03/23 22:37:21
DELSSA SERVRP9B J0B24838 RC47 07/03/24 21:11:57
RECATDS SERVRP9S J0B24822 RC47 07/03/24 20:42:03
RESTORE SERVRP94 JOB24678 RC47 07/03/24 08:24:37
UPDDDD SERVRP96 J0OB24816 RC47 07/03/24 20:02:38
UPDDDUYV SERVRP98 J0B24819 RC47 07/03/24 20:28:14
VERIFY SERVRP9 J0B24589 RC47 07/03/23 22:35:09
VERIFY SERVRP91 JOB24586 RCA47 07/03/23 22:30:59

KKK K KKK K KK KKK XK K XOKKIOKK KRR X Bottom of clata o 0m x5 K K K KK K K XK X K K X X K X X K X X X

Figure 5-37 Processing Log Panel: SUMMARY command

Displaying the processing log

This panel lists the jobs that were submitted from the job stream and their respective return
codes. If output logging is active, you can browse the job output. After a job's completion, the
job output can be seen using the Output line command.

The job copying data sets to SystemPac Vols (RESTORE) may run for a long time, depending
on the number of products your ServerPac order contains. You should have two tape drives
and all the tape cartridges shipped with your order available before you start the RESTORE
job.

Post-installation and customization is product- and installation-dependent, and should be
related to your specific requirements.

After the installation jobs have completed, you should be able to IPL and test your new z/OS
system.
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5.38 Save Configuration panel

226

CPPPBO4l -------------- SAVE Configuration [ 0S181055 ] ------------------—---
COMMAND ==>

Specify SAVE Library

Enter the High Level Qualifier of the Library to which the
Order Configuration will be Saved

==> SERVILS1.0S181055.CONFIG
The default qualifier used is 'OrderHLQ'.
You may enter a Comment to identify the Configuration. This

is recommended if you use a qualifier other than the default.

==> FIRST SETUP

MASTER HLQ is : SERVILS1.MASTER

Figure 5-38 Save Configuration panel

Save configuration panel

After you install a ServerPac order, you can use the Save Used Configuration function of the
dialog to save your work configuration. Doing so can help you save time in installing
subsequent ServerPac orders. Rather than manually re-entering all of the data required for
each new order, you can merge the saved configuration with the new order and avoid much of
the data entry.

Specify the HLQ for the configuration. The configuration data set is appended with either of
the following low level qualifiers:

» SCPPSENU: For skeleton libraries

» SCPPTENU: For table libraries

If the libraries do not exist, the dialog prompts you to confirm that the libraries can be

allocated. If the libraries already exist, a new panel is displayed to confirm the deletion of the
old libraries.
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5.39 IBM software ShopzSeries

Country/region [ zelect ] [~ Germany ]

Search

Home Business solutions ~ IT services - Products - Support & downloads - My IBM -

Welcome Redelf JanBen [Mot you?] [ B Sian in
ShopzSeries
Product catalog
Help Welcome to ShopzSeries, IBM's productivity tool for planning and ordering
Fo— zSeries software. With ShopzSeries you can: p—
- order tailored product packages, =
Frziizen « order tailored service packages, - Register

e - review your software licenses, and
If you do not have

- plan for future upgrades. access to ShopzSeries,
request access now.

e You can learn more about ShopzSeries by reading the online users' quide, or

better yet, relax and watch the instructional video clips. m
2Series softwars for

the on demand wor|
Make on demand a reality

° Sign in

Mote: You must sign into this application, even if you have already signed
into IBM.com on the masthead.

E-mail this page @ Print this page

About IBM Privacy Contact Terms of use

Figure 5-39 ShopzSeries start menu

IBM software ShopzSeries

IBM ShopzSeries is a Web-based application, where you as a registered customer can
perform a number of tasks related to IBM System z software ordering and tracking.

In this section you will learn how you can place z/OS software orders using IBM ShopzSeries.
You will also learn how you can handle the CustomPac receive process with a downloaded
ServerPac.

You can reach the start page by entering the following link:
https://wwwl4.software.ibm.com/webapp/ShopzSeries/ShopzSeries.jsp

You must sign in using your IBM ID and password.
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5.40 Shop zSeries order process

228

Countryiregion [ select] [~ Germany ]

Search

Home Business solutions - IT services -~ Products ~ Support & downloads - My IBM ~

@
w

Vielcome Redelf JanBen [Not you?]

My orders
My orders
My profile

My hardware systams Create new order Completed

My licensed software

My installed software To begin the software ordering process, select the appropriate values below.
ErirssEiT Customer number 0000001 | = Sign out
=D Operating 2/05 = - Edit profile
News environment

Feadback Package category Products w

Customer service ° Continue

E-mail this page Q.] Print this page

About IBM Privacy Contact Terms of use

Figure 5-40 Shop zSeries order process menu

Shop zSeries order process
After you are logged on to the ShopzSeries application, click My Orders on the left side of the

Web page and the screen shown in Figure 5-40 will be displayed.

When you create a new order, you must enter the following information into the window:
» Your customer number

» Operating environment (in this case, z/OS)

» Package category (in this case, Products)

After entering this information, press Continue to proceed.
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5.41 Specify order basics step 1 of 8

Country/region [ 2elect ] [~ Germany ]

Search

Home Business solutions - IT services - Products ~ Support & downloads ~ My IBM ~

VWelcome Redelf Janken (Mot yvou?] [ 1B Sign in

Step 1 of 8 Specify order basics

My orders

My current order

M il . . . .
LS Review and specify the basic details of your arder.

My hardware systems i ]

- : I
My licensed software Order name Products - July 25, 2007, 17:19

0000001 -
My installed software Custom_er "um_ber 4 - Sign out
Operating environmentz/05

Product catalog Package category Products = Edit profile
Help Package type [H=lp
News (O products (CBPDO)
Feedback (@) system replacement (ServerPac)
Customer service . R

W Discard ° Continue

E-mail thiz page Q Print this page

About IBM Privacy Contact Terms of use

Figure 5-41 Specify order basics menu

Specify order basics step 1 of 8
On this panel, you must choose the package type you want to order. You can either select
products via CBPDO or a ServerPac for system replacement.

For our installation process, we selected system replacement and pressed Continue.
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5.42 Select hardware systems step 2 of 8

Country/region [ select ] [~ Germany ]

Search

Home Business solutions - IT services ~ Products - Support & downloads - My IBM ~

Welcome Redelf Janien [1ot you?] [ IBM Signin

Step 2 of 8 Select hardware systems

My orders Products - July 25, 2007, 17:19

My current order

M Fil . .
B Select the system(s) on which you plan to run the software you are ordering.

My hardware systems
If you don't see your system listed, select the "unlisted” system and provide
its details below.

My installed software -+ Sign out
Hardware systems for customer number 4o[o[)[o[o)]
Product catalog =

My licensed software

-+ Edit profile
Aggre- Selact Nickname Designated machine / Description
Help gation
Type-model Sarial no. System no.
News Tip
None NODESIG NODESIG / no description available
Feadback D Save your order
Customer servica ? ? ? per_iodi:all',r ?:0 avoid
lesing work: if your
El XCDCOM1 XCDCOML / no description available e s e
B B B
D XCDCOM1 XCDCOML / no description available
? ? ?
20940225951E 2094022551E / no description available
7 7 7
D 20840QC8 2024QC8 / no description available
? ? ?
D 20900271061 20300271061 / no description available

El El El

Figure 5-42 Select hardware systems menu

Select hardware systems step 2 of 8

In this step you find the installed base of your zSeries hardware systems. You must select
one or more systems where the appropriate software licenses exist, by checking the Select
box (or boxes). Then press Continue (not shown here) to proceed to the next step.
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5.43 Report installed software step 3 of 8

Countryfregion [ select ] [=Germany ]

Search

Home Business solutions = IT services - Products ~ Support & downloads ~ My IBM ~

@
tn

=

Welcome Redelf Janken [Not vou?]

Step 3 of 8 Report installed software

My ordars Products - July 25, 2007, 17:19

My current order

M fils £ i i
¥ profile ServerPac orders optionally use an installed product (or consclidated)

My hardware systems software report. It is used to view product status, upgrade paths, missing
reguisites and incompatible products. It is also used to automatically

iy E==sleriEesa populate your order with the latest releases of all of your installed products. -

My installed softw; . . =+ Sign ou
R Select an installed software option.
iR ETET (&) Do not use a report for this order -+ Edit profile
Hel
) = () Upload a new report for this order
News = Tip
Report name
Feedback )
Customer service RS 0EmE
o Previous o Save J Discard ° Continue

E-mail this page Q] Print this page

About 1BM Privacy Contact Terms of use

Figure 5-43 Report installed software menu

Report installed software step 3 of 8

If you order a ServerPac electronically, you may decide to upload a report that contains the
installed base of your software that runs under z/OS. This report is used to verify your actual
product status, software upgrade paths, and missing prerequisites. If you use this option, the
order process will consider this and give you the latest releases of all of your installed
components. (In our case, we did not use this option.)

To proceed, press Continue.
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5.44 Shop for products step 4 of 8

232

Countrylregion [ select] [=Germany ]

Search

Home Busziness solutions -~ IT services - Products - Support & downloads - My IBM ~

Welcome Redelf JanBen [Notyou?] [ 1B Sign in

Step 4 of 8 Shop for products

My orders Products - July 25, 2007, 17:19

My current order

M Fil. . .
s Select a view of the product catalog to add products. Repeat the process with

My hardware systems other views, and then continue to the next step to review the complete

T contents of your order.

My installed softwara Products in order: 0 -+ Sign out
Product catalog Catalog view . -+ Edit profile
=D Group MVS - /0S5 Operating System (67 Products) v
N N
sws Language | English (US) v 17
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Figure 5-44 Shop for products menu

Shop for products step 4 of 8

In step 4 of the order process, you can select the products you need. To order a z/OS
ServerPac, you must fill the three pull-down menus with valid values, as explained here:

Group Enter the kind of operating system you want to order.
Language Select from the list of available languages for the selected product.
Filter Show all available products from the selected operating system, or

select only a subset.

After you make your selection, press Show catalog to see the components in detail. The list
is then presented in 5.45, “Shop catalog” on page 233.
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5.45 Shop catalog
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Figure 5-45 Shop catalog menu

Shop catalog

Product orders contain software products that you can add to or replace on your hardware
systems. ShopzSeries allows you to order a variety of product orders for each operating
environment.

z/0OS products

The CBPDO product adds or upgrades individual products on an existing system. These
orders initially contain no products and you shop for products from a catalog. Your z/OS
license entitles you to order this package.

A system replacement (ServerPac) replaces an entire existing system, or subsystem. These
orders are automatically primed with the latest releases of all of the products installed on your
system, making it very easy to order a updated system replacement. Your z/OS license
entitles you to order this package.

On the screen, as shown in Figure 5-45, you see all 67 products that belong to the z/OS
Operating System. Depending on your license, you may select the appropriate components.
In our case, we select the z/OS base, which contains all features, as shown in 1.6, “z/OS base
elements - z/OS V1R8” on page 11.

You can continue shopping by pressing Continue (not shown in this example).

Chapter 5. z/OS delivery and installation ~ 233



5.46 Specify order contents step 5 of 8

234

Couniryiregion | select ] | =Germany ]

Search

Home Business solutions ~ IT services ~ Products - Support & downloads ~ My 1B ~

Welcome Redelf Janfen [lot vou?] [ BN Sign in

Step 5 of 8 Specify order contents

My orders Products - July 25, 2007, 17:19

My current order

My profile

I Products in order: 1 - Add products
My hardware systems

My licensed software Your order has been analyzed and all requisites have been satisfied.

My installed software —+ 3ign out

Product catalo Edit orafile
g =] Refresh order contents Edit profile

Help

MVS: z/0S Operating System
News - Tip
Fecdback & ¢ [5604-A01 _z.:_’Q_S_‘-;fl Bast 1.08.00  English (US) | oyicy 2 1age

Customer service

d Previous d Save J Discard ° Continue

E-mailthis page (=} Print this page

About IBM Privacy Contact Termes of usse

Figure 5-46 Specify order contents menu

Specify order contents step 5 of 8

The process of creating an order is broken up into a series of small steps. Different categories
of orders have different steps:

» Service orders

» Service subscription orders

» Automated delivery certificates

» Product orders

» Driving systems

» Customized service

» Customized products

While you are working on an order, you can navigate to other features of ShopzSeries and
quickly return to your order using the My current order link in the left navigation area.
However, you should save your order periodically by using the Save button on the bottom of

each step. That way, if you leave ShopzSeries or your session times out, you will be able to
find and continue working on your saved draft orders on the Draft orders page.

As a result of step 4, your order has been verified. In step 5, you can make changes to the
contents, or keep them as they were selected.

Press Continue to proceed to step 6.
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5.47 Select new licenses step 6 of 8
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Figure 5-47 Select new licenses menu

Select new licenses step 6 of 8
ShopzSeries gives you access to an online snapshot of your zSeries software licenses. Three
types of reports are available:

» Software license overview
» Software license details
» Version chessboards

You can save these reports to files for later review, printing, and so on.

Note: Visit the Customer Service page for information about how to resolve discrepancies
in your licensing records. Software license reports are not available in all countries.

Step 6 asks for the selection of new licenses. In our case everything was in place, so
Continue was pressed.
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5.48 Specify delivery options step 7 of 8
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Figure 5-48 Specify delivery options menu

Specify delivery options step 7 of 8

After you submit an order, you can review it by clicking its name in the In process section of
the My orders page. (If all processing for the order has already completed, however, you can
find it in the Completed section.) You can also track your order's progress. If you selected
Internet delivery, you can download it from ShopzSeries.

Most ShopzSeries orders are eligible for Internet delivery. If your order is eligible, you will be
able to select Internet as the preferred delivery media for your order. If you prefer the delivery
via cartridge, you can enter the type of cartridge here (possible types are 3480, 3490, 3590,
and 3592).

z/0OS host requirements

Internet Delivery requires z/OS V1R3 (5694-A01) or higher. Internet Delivery may also
require an appropriate version of SMP/E, depending on the type of package and your
selected download method.

For Internet Delivery of CBPDO or service using the SMP/E RECEIVE FROMNETWORK
function, you need IBM SMP/E for z/OS and OS/390 V3.1 (5655-G44), including SMP/E PTF
UR53608 (SMP/E level 31.12)

For Internet Delivery of ServerPac, which uses the SMP/E GIMGTPKG service routine, you
need IBM SMP/E for z/OS and OS/390 V3.3 (5655-G44) or higher.
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Internet delivery also requires:
» A download file system

Your order is provided in a compressed format and is saved in a download file system. The
size of this file system should be approximately twice the compressed size of your order to
accommodate the order and workspace to process it.

» Firewall configuration

If your enterprise requires specific commands to allow the download of your order using
FTP through a local firewall, you must identify these commands for later use in the
ServerPac Dialog or RECEIVE FROMNETWORK job (RFNJOB), which manages the
download of your order.

» The proper dialog level for ServerPac orders

If you are using a dialog with a Package Version less than 17.00.00, you must migrate the
dialog to this level or later. To determine whether you have the correct dialog level, look
for this text at the bottom of the main panel, CPPPPOLI:

This dialog supports electronic delivery.

If your dialog is not at the minimum level, follow the migration scenarios and steps
described in ServerPac: Using the Installation Dialog.

SMP/E

SMP/E is an element in z/OS or you can order the latest SMP/E product as a free product
(5655-G44), entitled to z/OS customers. You can even download SMP/E V3.3 from the
Internet, but if you do, you should also order it separately to ensure that your software profile
is updated and that you are registered to receive service.

This package includes the function required for Internet delivery, and is also intended to
provide the SMP/E network capabilities in situations where you do not have the required level
of SMP/E installed. You should download SMP/E V3.3.

ICSF

Internet Delivery also requires either ICSF (active) or SMP/E V3.4: Integrated Cryptographic
Service Facility (ICSF).

ICSF is a component of base element Cryptographic Services and is used by SMP/E V3 to
calculate SHA-1 hash values. These hash values are calculated by the GIMGTPKG service
routine or the RECEIVE FROMNETWORK function for files within a GIMZIP package to verify
the integrity of the data within the package. You must have ICSF configured and active.

In step 7, you are asked to specify your delivery medium of choice. In our case, Internet
Delivery was chosen to demonstrate the process of ordering and receiving through this
medium. Press Continue to proceed to the last step of the order process.
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5.49 Review and submit order step 8 of 8
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Figure 5-49 Review and submit order menu

Review and submit order step 8 of 8

The final step of every product order is to review all of your selections from the previous steps.
As you review your order, you can jump back to any step in which you want to change your
choices. After you finish verifying your order, you can submit it for processing.

If the order does not include any new licenses, it is submitted directly for fulfillment. However,
if you did request new licenses, then it is submitted for pricing and you will be notified when
your pricing is ready.

In step 8 you can review your order information. Next, navigate to the bottom of the Web page
(not shown on Figure 5-49) and press Submit to submit your z/OS order for processing by
IBM.

A few days after submitting your order, you will receive an e-mail from IBM indicating the
ServerPac has been produced and is ready for download.
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5.50 In process orders
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Figure 5-50 In process orders menu

In process orders

Orders placed through ShopzSeries can also be tracked through delivery right from
ShopzSeries. To track your orders, go to the In process section of the My orders page. The
current status of each order is displayed. If there is additional tracking information for an
order, the status may appear as a link which can be followed to view the additional
information.

For service orders, when you review the order by clicking its name, you may also see a
Manufacturing order number and a Manufacturing status, which are returned by the service
manufacturing system. This information can help in the unlikely event that problems occur
with your order. For example, if the service could not be shipped via the Internet, or if the
service you ordered could not be found, the Manufacturing status field will inform you of the
situation.

The menu as shown in Figure 5-50 displays an overview of your current orders. There can be
draft orders, orders in process, or completed orders. If you have placed several orders, you
can see the status of each one.

On the status field shown here, you can see that the order submitted is in the process of
being manufactured.
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5.51 Finished order
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Figure 5-51 Finished order menu

Finished order

While you are working on an order, you can navigate to other features of ShopzSeries and
quickly return to your order by using the My current order link in the left navigation area.
However, you should save your order periodically by using the Save button on the bottom of
each step. That way, if you leave ShopzSeries or your session times out, you will be able to
find and continue working on your saved draft orders on the Draft orders page.

After you submit an order, you can review it by clicking its name in the In process section of
the My orders page. (If all processing for the order has already completed, you can find it in
the Completed section.)

Orders placed through ShopzSeries can also be tracked through delivery right from
ShopzSeries. To track your orders, go to the In process section of the My orders page. The
current status of each order is displayed. If there is additional tracking information for an
order, the status may appear as a link which can be followed to view the additional
information.

For service orders, when you review the order by clicking its name, you may also see a
Manufacturing order number and a Manufacturing status which are returned by the service
manufacturing system. This information can help in the unlikely event that problems occur
with your order. For example, if the service could not be shipped via the Internet, or if the
service you ordered could not be found, the Manufacturing status field will inform you of the
situation.
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5.52 Download order information
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Figure 5-52 Download order information menu

Download order information

When your order is ready to be downloaded, you will receive an e-mail notification with a link
that will take you right to your order for immediate downloading. You can also download your
orders from the In process section of the My orders page by clicking the Download link for the
order you want to download.

After you reach the Download page for your order, click the links to view or download the
various components of your order.
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5.53 Download instructions
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Figure 5-53 Download instructions menu

Downloading z/OS order directly to a host

For ServerPac orders, you will use the ServerPac Dialog to generate the RECEIVE job, which
will invoke the SMP/E GIMGTPKG service routine to download your order from the IBM
server to the download file system on your host. You will need to provide the information
found on the download page to the dialog for the RECEIVE job to be generated. For CBPDO
orders, you will use the provided customized JCL job (RFNJOB). This job invokes the SMP/E
RECEIVE FROMNETWORK command to download your order using TCP/IP FTP from an
IBM server to your SMPNTS file system, and then performs the SMP/E RECEIVE for the
order. For most service orders, you can also choose to download the order directly to your
host by using a sample batch FTP JCL job that is supplied with your order.

CustomPac logon information

Customized offerings, or CustomPacs, are IBM Global Services offerings that require special
contracts, as follows:

» ProductPac - Delivers products which are built according to the SMP/E CSI which you
provide.

» FunctionPac -Delivers a group of z/OS-related products in a new SMP/E zone as a
shap-on.

» SystemPac -A system migration package that helps you plan and install IBM and ISV
products and subsystems in a single package with up-front customization and subsequent
maintenance to maintain your system over time.
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z/OS maintenance concepts

Software management is a key discipline that can help you to achieve high availability and
continuous operation in your z/OS environment. It can also assist in lowering the cost of
installing, testing, operating, and maintaining your systems.

This chapter discusses the following topics:

» Aspects of software management

» Software management tasks

» z/OS software management cycle

» How current should your software be
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6.1 Aspects of software management

1 Why should you manage software?

1 How current should you be with your software?

1 An approach for keeping your environment current
1 Installation strategy

1 Implementation strategy

1 Concurrent maintenance

Figure 6-1 Aspects of software management

Aspects of software management

There are different aspects of software management. Although this book is focused on the
z/0OS platform, many of the software management concepts presented here are generally
valid for other platforms, as well.

Why should you manage software

Managing software is important because it concerns which techniques you use to implement
changes in your operating system software environment. And in a typical IT environment, it is
likely that there will be a continuous need for changes based on, for example:

Implementation of new functions
Support for new hardware

Software maintenance

Implementation of new software releases

vyvyyy

How current should your software be

This aspect of software management involves making decisions concerning how up-to-date
you need your software to be. Refer to 6.4, “How current should your software be” on
page 249 for more discussion about this topic.
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An approach for keeping your environment current
There are different approaches and techniques for keeping your z/OS environment current.

Although you could keep your system as it was when installed and only update it when errors
occur, this is not a recommended approach.
Instead, you can use common tools such as these to keep your environment current:

» ServerPac and SystemPac
» CBPDO
» ServicePac

The tools are described more in detail in Chapter 5, “z/OS delivery and installation” on
page 187.

Installation strategy
Prior to making a change, you must decide which upgrade method to use:

» System replacement, or
» System upgrade

The method you choose also depends on different considerations:
» Complexity of your environment
» Current service level

» Maturity of your system management processes (that is, change management and
problem management)

» Number of products (z/OS and vendor products)

Implementation strategy

Although installation is one important task, implementation is another. For example, for
effective implementation you must decide where to put data sets and how to handle IBM and
vendor products, or how to prepare your system for the following cloning processes.

Concurrent maintenance

Under normal circumstances, you perform maintenance non-concurrently. This means you
install fixes and test them, then clone the environment and bring the actual version of the
operating system or other software products into production.

However, there could be situations in which it is necessary to install fixes concurrently and
activate the new modules via an MVS console command. Be aware that this method should
be used only in critical situations.
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6.2 Software management tasks
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Figure 6-2 Cycle of software management tasks

Software management tasks

A “maintenance philosophy” involves numerous software management tasks, and it is an
ongoing, cyclical process as shown in Figure 6-2. For example, after finishing the
implementation of a z/OS release, you might be asked to evaluate new functions that require
PTFs.

Environment design

The environment design phase is the starting point for the cycle that follows. During this
phase you decide how to design and set up your environment for system maintenance. This
phase includes the following tasks:

» Definition of installation-wide naming standards

» Logical design of the environment

» Use of shared system residences (SYSRES)

» Design of the catalog environment

» Physical design of the environment (for example, I/O configuration)

» Cloning techniques
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Installation decision
An installation decision is primarily a business decision, rather than a technical decision. It
may involve, for example, the need for new function implementation, or the withdrawal of a
z/OS release from service.

Installation plan

After the installation decision is made, you are responsible for the planning phase. Planning is
important, because the resources you need for the subsequent installation, testing, and
implementation will cost your organization money. These costs may belong to different areas:

» Hardware (CPU resources, DASD space)
» Software (for example, new licenses)
» Project support personnel

Planning requires good project management. Therefore, you will need to develop a plan that
includes the following items:

» Key activities
» Responsibilities
» Timetable

Installation

In this case, installation is the process of bringing a new z/OS release to your DASD
environment. As previously mentioned, you will normally perform an installation by using the
ServerPac dialog technique or by doing it via CBPDO. We describe the ServerPac installation
technique in Chapter 5, “z/OS delivery and installation” on page 187.

Testing

It is important to test new software components prior to introducing them into your production.
environment. Testing is necessary for quality assurance. There are different test categories
for verification and validation of a new environment. These categories can be:

» Unit tests
Integration tests
Function tests
System tests
Acceptance tests
Regression tests
Capacity tests
Stress tests

vVVvyVvYyVvYyYYvYyYYyvyYy

Implementation

After doing the basic installation (for example, by using ServerPac), you still have to perform
many other implementation activities on your z/OS environment before you can propagate it
to a test or production system. These activities, using the ServerPac custom dialog, are
described in 5.10, “Installing the CustomPac dialogs” on page 198,.
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6.3 The z/OS software management cycle

New products Newversion /

Corrective
ervice

Figure 6-3 The software management cycle

The z/0OS software management cycle
Figure 6-3 shows the software management cycle, which illustrates how software
management works in a z/OS environment. From a software management perspective, it

involves two major factors:
» The last software management activity you performed

» The software management strategy of your enterprise that is the base for your future
activities
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6.4 How current should your software be

1 What is the risk of not changing software?

1 What is the risk of changing software?

1 What is the minimum risk point?

Figure 6-4 Current level of software

How current should your software be

One challenge that is common to all enterprises, independent of IT infrastructure, is the risk
raised by change. You may encounter a philosophy such as “never change a running
system.” However, when it comes to software maintenance, an IT organization must consider
the following questions:

» How current should our z/OS environment be?
» What are our guidelines and procedures for z/OS maintenance levels?
» Should we install preventive maintenance, or fix problems as they occur?

What is the risk of not changing software
There are a number of issues that might occur if you do not keep your z/OS software stack
current; for example:

» You may not be able to implement new software functions.
» You cannot easily implement new hardware.

» New releases of software may not interact with other software due to incompatibilities or
synchronization problems.

» Problems that are already resolved by IBM may be rediscovered in your environment and
may result in unnecessary outages.

Chapter 6. z/OS maintenance concepts 249



What is the risk of changing software

The closer you come to the most current level of your software, the greater is the risk of
experiencing a failure or outage.

What is the minimum risk point

The point of minimum risk for installing new fixes to an already installed operating system
release or even to a new release might be somewhere between being too far behind and too
current.

Defining a point of minimum risk can be a challenge, so it may be helpful to first determine the

requirements for your enterprise, and then compare these requirements to the level of
software release that you are able to install and implement.
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed
discussion of the topics covered in this IBM Redbook.

IBM Redbooks

For information about ordering these publications, see “How to get IBM Redbooks” on
page 252. Note that some of the documents referenced here may be available in softcopy
only.

» ABCs of z/0S System Programming Volume 2, SG24-6982
» ABCs of z/0S System Programming Volume 7, SG24-6987
» ABCs of z/0S System Programming Volume 10, SG24-6990

Other publications

These publications are also relevant as further information sources:

» z/OS Security Server RACF System Programmer's Guide, SA22-7681
» z/OS TSO/E Customization, SA22-7783

» z/OS MVS Initialization and Tuning Reference, SA22-7592

» z/OS TSO/E Primer, SA22-7787

» z/OS TSO/E User's Guide, SA22-7794
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